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COMPUTER SECURITY REPORT CARD

MONDAY, SEPTEMBER 11, 2000

HOUSE OF REPRESENTATIVES,
SUBCOMMITTEE ON GOVERNMENT MANAGEMENT,
INFORMATION, AND TECHNOLOGY,
COMMITTEE ON GOVERNMENT REFORM,
Washington, DC.

The subcommittee met, pursuant to notice, at 10 a.m., in room
2154, Rayburn House Office Building, Hon. Stephen Horn (chair-
man of the subcommittee) presiding.

Present: Representatives Horn and Turner.

Staff present: J. Russell George, staff director and chief counsel,;
Randy Kaplan, counsel; Ben Ritt, professional staff member;
Bonnie Heald, director of communications; Bryan Sisk, clerk; Eliza-
beth Seong, staff assistant; George Fraser, intern; Michelle Ash
and Trey Henderson, minority counsels; and Jean Gosa, minority
assistant clerk.

Mr. HORN. The quorum being present, this hearing of the Sub-
committee on Government Management, Information, and Tech-
nology will come to order.

We're here today to discuss one of the Federal Government’s
most important and ongoing challenges, the security of government
computers. Computers and the Internet are revolutionizing the way
we do business, conduct research and communicate with friends
and associates. The benefits are enormous as vast amounts of infor-
mation flow instantly from business to business and individual to
individual, but widespread access to computers and the Internet
also carries the significant risk that personal, financial or business
information can fall into the hands of computer hackers or others
with more malicious intent.

Similarly, as the Federal Government becomes increasingly de-
pendent on computers and the Internet, the computer systems and
the sensitivity of information they contain come under an increas-
ing number of attacks. Unlike the year 2000 or Y2K computer chal-
lenge, this threat has no deadline. Rather it is a day-to-day chal-
lenge created by an increasingly sophisticated technology. In order
to guarantee the integrity of the Federal programs and to protect
the personal privacy of all Americans, government leaders must
focus their attention on the security of their vital computer sys-
tems.

Today the subcommittee is releasing its first report card on the
status of the computer security at executive branch departments
and agencies. These grades are based on self-reported evaluation of
agency information, in addition to the results of audits conducted
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by the General Accounting Office and the various agency inspectors
general. This is the first time such governmentwide information
has ever been compiled.

As you can see, only two agencies have made progress toward
protecting their computers against invasion. Although auditors
found some significant weaknesses at the Social Security Adminis-
tration and National Science Foundation, both agencies received
Bs, the highest grade awarded. But the rest of the picture is very
dismal. Overall the government earned an average grade of D
minus. More than one-quarter of the 24 major Federal agencies re-
ceived a failing F; the Department of Labor, charged with main-
taining vital employment statistics, an F; the Department of the
Interior, which manages the Nation’s public lands, an F; the De-
partment of Health and Human Services that holds personal infor-
mation on every citizen who receives Medicare, another F; Agri-
culture and Justice, the Small Business Administration, the Office
of Personnel Management, the personnel office for the entire execu-
tive branch of the Federal Governments, all Fs.

Six other vital agencies nearly failed. The Department of De-
fense, whose computers carry some of the Nation’s most sensitive
secrets, earned only a D plus for its computer security program;
Veterans Affairs and Treasury, along with the Environmental Pro-
tection Agency, General Services Administration and National Aer-
onautics and Space Administration, more Ds.

Four other government agencies received grades of incomplete.
These vital agencies oversee key elements of the Nation’s infra-
structure and emergency services. They are the Departments of
Energy and Transportation, the Nuclear Regulatory Commission
and the Federal Emergency Management Agency [FEMA] These
agencies could not receive a grade because there has been insuffi-
cient auditor resources and scrutiny to validate the agencies’ self-
evaluations.

Obviously there is a great deal of work ahead. Regardless of
grade, each agency must recognize that the daily challenges to
their computer systems will continue to grow in number and so-
phistication. They must take the necessary steps to mitigate those
threats. There is no room for complacency, for the stakes are sim-
ply too high.

We have with us today witnesses representing six of the agencies
that were graded. They will discuss their agency’s progress and
plans to develop acceptable computer security procedures.

Mr. John Gilligan from the Department of Energy will also tes-
tify on behalf of the Chief Information Officers Council. In addition,
we have the Honorable John Spotila from the Office of Manage-
ment and Budget, which is charged with overseeing the agency’s
computer security efforts; and Mr. Joel Willemssen from the Gen-
eral Accounting Office, which works for the legislative branch,
headed the Comptroller General of the United States. And I want
to thank Comptroller General Walker and the staff for their excel-
lent help in regard to the grades and everything else. I take the
responsibility for the grades, but they sat for hours with us on
making sure that we’ve been fair.

We have the ability, the government has the ability, to protect
the integrity of the vital computer systems. As I look back, this is
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sort of where we were on Y2K in April 1996. There are a lot of Fs,
a lot of Ds, but the executive branch came through on midnight
January 1 where it counted, and I am confident that the executive
branch will do the same thing this time.

We welcome all of our witnesses, and we look forward to their
testimony.

I now yield to the ranking member for an opening statement, the
gentleman from Texas Mr. Turner.

[The prepared statement of Hon. Stephen Horn follows:]
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"Computer Security: How Vulnerable Are Federal Computers?"

A quorum being present, this hearing of the Subcommittee on Government Managerent,
Information, and Technology will come to order.

We are here today to discuss one of the federal government’s most important and ongoing challenges:
the security of government computers. Computers and the Interaet are revolutionizing the way we do
business, conduct research, and communicate with friends and associates. The benefits are enormous, as vast
amounts of information flow instantly from business to business, and individual to individual. But
widespread access to computers and the Internet also carries the significant risk that personal, financial, or
business information can fall into the hands of computer hackers, or others with more malicious intent.

Similarly, as the federal government becomes increasingly dependent on computers and the Internet,
its computer systems and the sensitive information they contain have come under an increasing number of
attacks. Uniike the Year 2000 computer challenge, this threat has no deadline. Rather it is a day-to-day
challenge created by an increasingly sophisticated technology. In order to guarantee the integrity of Federal
programs and to protect the personal privacy of all Americans, government leaders must focus their attention
on the security of their vital computer systems.

Today, the subcommittee is releasing its first report card on the status of computer security at
executive branch departments and agencies. These grades are based on self-reported agency information in

addition to the results of audits conducted by the General Accounting Office and agency Inspectors General.

This is the first time such government-wide information has ever been compiled.
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As you can see, only two (2) agencies have made progress toward protecting their computers against
mvasion. Although auditors found some significant weaknesses at the Social Security Administration and
National Science Foundation, both agencies received "B's" -- the highest grade awarded.

The rest of the picture, however, is extremely dismal. Overall, the government earned an average
gradé of "D-." More than one-quarter of the 24 major federal agencies received a failing "F."

Tae Department of Labor, charged with maintaining vital employment statistics - an "F." The
Department of the Interior, which manages the Nation's public lands —~ an "F." The Department of Health and
Human Services that holds personal information on every citizen who receives Medicare -- another "F."
Agriculture and Justice, the Small Business Administration and the Office of Personnel Management, the
personnel office for the entire federal government — all "F's.”

Six other vital government agencies nearly failed. The Department of Defense, whose computers
carry some of the Nation's most sensitive secrets, earned only a "D-plus” for its computer security program.
Veterans Affairs, and Treasury, along with the Environmental Protection Agency, General Services
Administration and National Aeronautics and Space Administration -- mozre "D's.”

Four government agencies received grades of "Incomplete.” These vital agencies oversee key
elements of the Nation's infrastructure and emergency services -- the departrents of Energy and
Transportation, the Nuclear Regulatory Commission and the Federal Emergency Management Agency.
These agencies could not receive a grade because there has been insufficient auditor scrutiny to validate their
self-evaluations.

Obviously, there is a great deal of work ahead. And regardless of grade, each agency must recognize
that the daily challenges to their computer systems will continue to grow in number and sophistication. They
must take the necessary steps to mitigate those threats, There is no room for complacency, for the stakes are
simply too high.

‘We have with us today witnesses representing six of the agencies that were graded. They will discuss
their agency's progress and plans to develop acoeptable computer security procedures.

Mr. John Gilligan from the Department of Energy will also testify on behalf of the Chief Information
Officers Council. In addition, we have the Honorable John Spotila from the Office of Management and
Budget, which is charged with overseeing the agencies' computer security efforts, and Mr. Joel Willetssen
from the General Accounting Office to offer his perspective of the government's ability to protect the
integrity of its vital computer systems.

We welcome all of our witnesses, and look forward to their testimony.
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Computer Security

Departments and Agencies Grade
Social Security Administration B
National Science Foundation B-

Education C
State Cc
Housing and Urban Development C-
Commerce C-
Agency for International Development C-

Defense D+
Veterans Affairs D
Treasury : D
Environmental Protection Agency D-
General Services Administration D-

Nat. Aeronautics & Space Administration| D-




September 11, 2000

Department and Agencies ~|Grade

Office of Personnel Management

Health & Human Services

Agriculture

Small Business Administration

Justice

Labor

M | MM T Mo M M

Interior

Energy INC
Nuclear Regulatory Commission INC
Transportation INC

Federal Emergency Management Agency | INC

Government-wide Grade D-

Prepared for Chairman Stephen Horn, Subcommittee on Government Management, information,
and Technology. Based on self-reported agency data and GAO and Inspectors General audit
reports issued from July 1999 to August 2000.

Subcommittee Home Page: http:/fwww.house.govireform/gmit.htm
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Agency Grade Distribution
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Information Security Audit Results

QUESTION: DOES THE AGENCY HAVE SIGNIFICANT WEAKNESSES IN—
SECURITY ACCESS CHANGE SYSTEM SEGREGATION SERVICE
PROGRAM: CONTROL: CONTROL: SOFTWARE: OF DUTIES: CONTINUITY:
DEPARTMENTS AND Plan, [mplement, | Limit or Detect Controt Limit & Monitor Limit Individual Plan to Continue
and Monitor Unauthorized Unauthorized Access to Responsibiliies for. Critical Operations
AGENCIES Ageney-wide Logical or Programs or Programs That Key Aspects of & Protect Data if
Security Program | Physical Access Program Control Or Compuser-Retated Unexpected Events
1o Manage Risk to Cornputer . Changes Secure Operations Occur
Resources . Computers and
Applications.
SSA .
ot Security Admiristct Yes Yes No Yes No
DOE ? ? b4 2
Depantmint of Ener Yes Yes I g
i i i ? Yes ? ? Yes ?
NSF >
Natiowt Sience Foundation : Yes Yes Yes 7 Yes Yes
Education b i
Deparimont of Education Yes . Yes - Yes Yes No Yes
State Yes Yes Yes Yes Yes Yes
:partment of Stale
HUD
e Yes Yes Yes Yes Yes Yes
DoOT
Deptrmentof i ? Yes b4 [3 3 2
Commerce
Departanent of Commrce Yes Yes Yes Yes Yes Yes
AID
Aganey for Internationa Development Yes Yes Yes Yes Yes Yes
Degariment of Defemse Yes Yes Yes Yes Yeés Yes
VA
Deparment of eterans A Yes Yes Yes Yes Yes Yes
TFreasur:
Department i e Yes Yes Yes Yes Yes Yes
EPA
s Brotetion A Yes Yes Yes Yes ? ) Yes
OSA s Admmist Yes Yes Yes Yes Yes Yes
FEMA - P
Foderal Emergency Management Agency . Yes Yes | ? ? Yes
NASA
Naiomt csand st Yes Yes Yes ? Yes Yes
OPM
Office of Personnel Mansgenent Yes Yes Yes Yes Yes Yes
S _.
Deparit o et ant Yes Yes Yes Yes Yes Yes
Agriculture )
e e ot Agicture . Yes Yes No Yes No No
Sl Business ; Yes Yes Yes Yes Yes Yes
Justice
| Deparmas ofsusice Yes Yes Yes Yes Yes Yes
Laber
Demamanett of Labor Yes Yes Yes Yes Yes Yes
Interior
Degartment of the Inteior Yes Yes Yes Yes Yes Yes

Source: Information security audit reports issued by the General Accounting Office and agency Inspectors General from July 1999 through August 2000,

LEGE!

Yes igni have been identified,

No = No signi have been identified

2. = to protect p ions and information from fraud, misuse, and disruption were either not reviewed or the scope’of :

audit work was limited in'such a way that significant agency operations were not covered.

Prepared for Subcommittee Chairman Stephen Horn
ittee on Government ion, and
Home Page hitp: house.gg m/gmif September 11, 2600
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Survey Methodology and How Agency Grades Were Assigned

Computer security grades were primarily based on information agencies provided the Subcommittee
on Government Management, Information, and Technology in a computer security questionnaire in
August 2000.

The questionnaire, developed by the subcommittee, contained 29 questions, which were designed to
provide a high-level view of an agency's overall computer security program and its implementation.
The questions were based on current computer security policies or guidance issued by the Office of
Management and Budget, the General Accounting Office, and the National Institute for Standards
and Technology.

Questionnaires were sent to the 24 federal departments and agencies covered by the Chief Financial
Officers Act (CFO Act) and an additional 30 component agencies or independent agencies. In some
cases, a department incorporated its component agencies into a department-wide response. The
agencies were asked to prepare responses based on their computer security policies, procedures, and
activities as of August 1, 2000.

The subcommittee assigned weighted point values to each question, with a perfect score totaling
100 points. The subcommittee then considered the results of andits conducted by the U.S. General
Accounting Office and agency Inspectors General during the past 12 months. Based on the audit
results, the subcommittee adjusted an agency’s score for a final grade.

The questions are organized into six major categories of computer general controls, which include
the policies, procedures, and technical controls that apply to all or a large segment of an agency's
information systems to help ensure their proper operation. The categories are as follows:

¢ Entity-wide security program planning and management to provide a framework and
continuing cycle.of activity for managing risk, developing security policies, assigning
responsibilities, and monitoring the adequacy of the entity's computer-related controls.
(9 questions; maximum of 29 points)

» Access controls to limit or detect access to computer resources (data, programs, equipment, and
facilities), thereby protecting these resources against unauthorized modification, loss, or
disclosure. (10 questions; maximum of 26 points)

s Application development and change controls to prevent the unauthorized implementation of
programs or modifications to existing programs. (2 questions; maximum of 12 points)

» System software controls to limit and monitor access to the basic operating system and
sensitive files that control the computer hardware and secure the system’s support applications.
(3 questions; maximum of 12 points)
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* Segregation of duties controls to prevent one individual from controlling key aspects of
computer-related operations that would allow himv/her to conduct unauthorized actions or gain
unauthorized access to assets or records. (1 question; maximum of 3 points)

* Service continuity controls to ensure that when unexpected events occur, critical operations
continue without interruption or are promptly resumed and critical and sensitive data are
protected. (4 questions; maximum of 18 points)

Maximum point values were assigned for questions according to their importance to an agency's
computer security program. For yes/no questions, a "yes" answer received the maximum number of
points and a "no"” answer received zero (0) points. On guestions that provided a range of responses
{none/some/most/all), an increasing number of points were awarded, depending on the response.
For example, agencies received zero (0) points for a response of "none," one point for "some," two
points for "most," and three points for "all.”

Some agencies provided narrative answers, rather than completing the form, or provided additional
explanations. The subcommittee reviewed these responses and assigned appropriate point values.
Rather than relying solely on agency-reported data, the subcommittee considered the results of
information security audits reported by GAQO and agency Inspectors General from July 1999 to
August 2000.! As shown in the accompanying chart entitled, “Information Security Audit Results,”
significant weaknesses were identified for all agencies in some or all of six general control
categories. These weaknesses indicate the extent to which agencies have actually implemented
general controls.

Points were subtracted from the agency-based-data score for each control area where significant
weaknesses were found. Conversely, if audit work did not identify significant weaknessesina
control area, the number of points corresponding to that category was added to the agency’s score.
The number of points assigned to each category approximately matches the point distribution of the
questionnaire. These point values totaled 20 points and were distributed as follows:

Entity-wide security program planning and management - 6 points (30 percent};
Access controls - 5 points (25 percent);

Application development and change controls - 2 points (10 percent);

System software controls - 2 points (10 percent);

Segregation of duties controls - 1 point (5 percent) and

Service continuity controls - 4 points (20 percent).

Finally, some agencies have one or more control areas that have not been sufficiently audited.
Because we do not know what significant weaknesses may or may not exist in these areas, a number
of points equal to half the assigned point value was subtracted from an agency’s score. An
exception was made in the “separation of duties™ category, where the full value of 1 was subtracted

! GAQ routinely tracks the results of information security audit work for the 24 major departments and agencies
covered by the Chief Financial Officers Act. Its report, Information Security: Serious and Widespread Weaknesses
Persist at Federal Agencies (GAO/AIMD-00-295, September 6, 2000) summarizes this work.

2
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in order to prevent using fractions. These adjustments to the agency-reported data score produced
the final numerical score. The scores and adjustments are shown on the accompanying work sheet.

The final numerical score was the basis for the agency letter grade. Letter grades for the 24 CFO
Act agencies were assigned as follows:

9010 100 =A
80to 89 =B
70t0 79 =C
60to 69 =D

39 and lower =F

Scores that fell in the upper or lower portion of a grade range received a "plus” (+) or "minus" (-),
respectively. Agencies with three or more general control categories that had not been audited were
not assigned a letter grade. Their final numerical score is shown on the accompanying work sheet,
but their grade in the report card is shown as “INC” for incomplete. The Government-wide grade
was determined by averaging the final scores of all agencies that received a letter grade (agencies
with “incomplete” were not included in calculating this average).

An additional 26 agencies and department component agencies, such as the Department of Justice's
Federal Bureau of Investigation (FBI), also provided responses to the subcommittee. Because audit
results are not routinely tracked for these agencies, their agency-reported scores could not be
adjusted, and no letter grade was assigned. Some agencies, such as the FBI, are part of the
composite department scores. These additional agency scores can be found on an accompanying
work sheet.
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Information Security Audit Results

FEIL «e;.‘ e ""Qb‘u‘ KL gy AFS G dw oo SRR vﬁlirtti ‘1’!’9%5%94&‘ 'N:la ;g“&‘;m
TOUESTIONIDORS THE KGENCY HAVESIUNRICART WEARNISSES TN
SECURITY ACCESS CHANGE SYSTEM | SEGREGATION SERVICE
PROGRAM: | CONTROL: | CONTROL: | SOFTWARE: | OF DUTIES: | CONTINUITY:
DEPARTMENTS AND | Plan, Implement, | Limit or Detect Control Limit & Monitor | Limit Individual Plan to Continae
and Monitor Unanthorized Unauthorized Access 1o Responsibilifies for | Critical Operations
AGENCIES Ageney-wide Logical or Programs or Programs That Key Aspects of & Protect Data I
Security Physical Access Program Control Or Computer-Related | Unexpected Evets
Program to ta Computer Changes Secure Operations Oceur
Marage Risk Resources Computers and
Applivations
384 . Yes Yes Ne Yes No Yes
DOE . 2 9 b4 L4
Department of Eaerg Yes Yes * M *
NRC b4 2 ? b
Nuddear Regplitory Conmission, : Yes 14 4 Yes ?
oL s Yes Yes Yes ? Yes Yes
lational Seience Foundation
Education
Degurmentof Bsestion Yes Yes Yes Yes No Yes
State v Yes Yes Yes Yes Yes Yes
Dt o Housing and Urbaa Develoamnt Yes Yes Yes Yes Yes Yes
DOT 2 Yes ? ? 7 9
Departrant o i [ ? i ?
Commerce Yes Yes Yes Yes Yes Yes
f;gv o sl Deselopmt Yes Yes Yes Yes Yes Yes
, 7 ’
e of Dafbnce Yes Yes Yes Yes Yes Y
VA ’
e et of Yeterans Affis. Yes Yes Yes Yes Yes Yes
Treasur )
D e Ty Yes Yes Yes Yes Yes Yes
EPA N Yes Yes Yes Yes ? Yes
OS54 . Yes Yes Yes Yes Yes Yes
FEMA S o s
Feders) Bmgsyency M t Agency ¢ Yes Yes 4 ? Yes
NASA 9
‘National Aexonautios 81d Space Administrti Yes Yes Yes ‘ Yes Yes
OPM 1
Otes of Pegsonoel Memagement Yes Yes Yes Yes Yes Yes
’
Deparsgent of Healeh gnd H < Yes Yes Yes Yes Yes Yes
Agricuiture Yes Yes No Yes No No
Departmens of Awriculture v
S Yes Yes Yes Yes Yes Yes
Justice
Dopsriument of ustior Yes Yes Yes Yes Yes Yes
Labor Yes Yes Yes Yes Yes Yes
Labor -
]ntermr
O € the ot Yes Yes Yes Yes Yes Ves

Source: Intormation security audis reports issued by the General Accounting Office and agency Inspectors General from Juty 1999 through August 2000.

LEGEND:

Yes = Significant weaknesses have been identified.

No = No significant weaknesses have been identified.

? = ta protect ions and i ion from fraud, misuse, and disruption were either not revigwed or the scope of
audit work was limited in such a way that significant agency eperations were not covered,

Prepared for Subcommittee Chairmau Stephen Horn
on Government Information, and Technology
Home Page http://www.house, eform/gmit September 11, 2000
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Computer Security Work Sheet
Federal Departments' and Agencies' Numerical Grades*

Score Based
on Agency- Net Adjustment

Reported for Audit
Agency Data Findings Score

Social Security Administration 100 -14 86
Department of Energy 98 -16 [82]
Nuclear Regulatory Commission 95 -13 [82]
National Science Foundation 99 -19 80
Department of Education 93 -18 75
Department of State 95 -20 75
Department of Housing and Urban Development 93 -20 73
Department of Transportation 86 -13 [73]
Department of Commerce 92 -20 72
Agency for International Development 92 -20 72
Department of Defense 89 -20 69
Department of Veterans Affairs 85 -20 65
Department of the Treasury 85 -20 65
Environmental Protection Agency 84 -20 64
General Services Administration 81 -20 61
Federal Emergency Management Agency 77 -16 [61]
National Aeronautics and Space Administration 79 -19 60
Office of Personnel Management 79 -20 59
Department of Health and Human Services 78 -20 58
Department of Agriculture 62 -6 56
Small Business Administration 75 -20 55
Department of Justice 72 -20 52
Department of Labor 58 -20 38
Department of the Interior 37 -20 17

Governmentwide Averages 82.7 -18.1 62.6

*See separate handout explaining how point values and adjustments were determined.

[Brackets] = Score not included in governmentwide average due to limited or non-existent audit work in
three or more major controi areas.

September 11, 2000
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Computer Security Work Sheet
Numerical Grades* For Other Selected Agencies

Score Based

on Agency-
Agency Reported
Data
Drug Enforcement Agency (Justice) 97
Corpaoration for National Service 26
Federal Reserve Board 95
Federal Deposit Insurance Corporation 93
immigration and Naturalization Service (Justice) 90
Federal Trade Commission 88
Federal Election Commission 88
Department of Commerce - NIST 89
US Patent and Trademark Office 88
Department of the Army 87
internal Revenue Service (Treasury} 86
Federal Communications Commission 85
Customs Service (Treasury) 84
Bureau of Alcohol, Tobacco and Firearms (Treasury) 81
Railroad Retirement Board 78
Federal Bureau of Investigation (Justice) 78
international Trade Commission 78
Federal Maritime Commission 77
Pension Benefit Guaranty Corporation 76
Federal Energy Regulatory Commission 74
Merit Systems Protection Board 74
National Archives and Records Administration 73
Commodity Futures Trading Corporation 71
Overseas Private Investment Corporation 87
Peace Corps 59
National Labor Relations Board 45
Average for Agencies 80.7

*See separate handout explaining how point values and adjustments were determined.

September 11, 2000
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SAMPLE .- Computer Security Questionnaire - SAMPLE
August 2000

Pursuant to Rules X and X! of the Rules of the House of Representatives and the
oversight responsibilities of the Subcommittee on Government Management,
Information, and Technology, please complete the following questionnaire for your
department or agency. The questionnaire contains high-level questions on your
agency’s computer security program, and is based on existing statutes and current
computer security policy or guidance issued by the Office of Management and Budget,
the General Accounting Office, and the National Institute for Standards and
Technology.!

Please deliver the completed questionnaire (and an electronic copy if available)
to the address below no later than Friday, August 18, 2000.

Subcommittee on Government Management,
Iinformation, and Technology
ATTN: Ben Ritt
B-373 Rayburn House Office Building
Washington, D.C. 20515

If you have any questions or comments, please contact Ben Ritf of the
Subcommittee staff at (202) 225-5147 or ben,ritt@mail. house.gov.

Part A - Agency Contacts

Department/Agency:

Chief Information Officer:

Phone: e-mail:
Other Contact Point:
Title:

Phone: e-mail:

f OMB Cirgular A-130, Revised February 8, 1986 {Transmittal Memorandum Number 3) Appendix 11, Security of Federal Automated
information Systems; Federal information System Controls Manual, U.S. General Accounting Office, GAOIAIMD-12.18.8, January
1999; and Generally Accepted Pringiples and Practices for Securing Information Technology Systems, Marianne Swanson and
Barbara Guttman, Nationa! Institute of Standards and Technology, U.S. Depatiment of Commerce, Speciat Publication 800-14,
September 1996.
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Computer Security Questionnaire August 2000

Part B - General Information

Please provide the following general information on your agency and its
computer systems as of August 1, 2000:

Number of agency locations & sites (headquarters & field)

Number of employees

Number of contractor employees

Number of data centers

Number of general support systems

As defined in Appendix Il to OMB Circular No. A-130, “general support system” means an
interconnected set of information resources under the same direct management control which
shares common functionality. A system nomnally includes hardware, software, information, data,
applications, communications, and people.

Number of major applications

As defined in Appendix Hit to OMB Circular No. A-130, "major application” means an applicali
that requires special attention to security due to the risk and magnitude of the harm resulting
from the loss, misuse, or unauthorized access to or modification of the informatian in the

application.
Number of national security systems (Both those included above & other)
Tel ications and infc ion 8y that contain classified information of that support

those critical national security

Please indicate the kinds of sensitive information processed by your systems/
applications.2 (Check all that apply)

Financial data (e.g., payments, contracts, payroll)
Business sensitive or proprietary data

Personal information on individuals other than employees (e.g., social security
numbers, medical data, tax information)

Mission-critical data that cannot be disrupted (e.g., air traffic control, military
readiness)

Others (please describe):

2 As defined in the Computer Security Act, sensitive information is any information, the loss, misuse, or unauthorized access to or
modification of which could adversely affect the national interest or the conduct of federal programs, or the privacy to which
individuals are entitled under section 552a of title 5, United States Code (the Privacy Act), but which has not been specifically

4 under criteria ished by an E: tive Order or an Act of Congress {0 be kept secret in the interest of national

defense or foreign policy.
2
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Computer Security Questionnaire

August 2000

Part C - Questions

; address enmy-wide security.progranplanning and.- '
managethentto provide & framework and-continuing.cycle of activity for
managing risk; developing:security. policies, assighing responsibilities, and

B monitoring the adequacy. of the entity's computer-related:contiols: :

1.1 Have you implemented a process fo perform and document 3 Yes
independent risk assessments on a regular basis or whenever 0__No
systems, facilities, or other conditions change?

1.2 Have you developed a security program plan that covers all 2 Yes
major facilities, operations, and the topics prescribed by OMB 0 No
Circular A-1307
If yes, please submit a copy of the current plan. If not, please
explain why:

1.3 Does the security program plan establish a central security office 1__Yes
with adegquate independence, authority, and expertise to 0_ No
implement and monitor the effectiveness of your security plan?

1.4  Have you developed security plans for each of your general __0_None
support systems and major applications? —%— “Sﬂ%r;e
Please indicate the number with plans implemented. e

Number w/Plans Implemented
General Support Systems
Major Applications

1.5  Have you implemented a program for periodically testing your B Yes
security controls to ensure that they are effective? 0 _No
Please indicate the number of systems tested:

Number Tested
Since Aug. ‘99 Since Aug. '98
General Support Systems
Major Applications

1.8 Has an incident response capability been implemented for your -2 Yes
agency with characteristics suggested by NIST (e.g., virus __ 0 No
identification software, links to other relevant groups)?

1.7  Have effective security-related personnel policies been 3 Yes
implemented for hiring, transfer, termination, and performance? 0__No
(Note: Include such things as requirements to contact references and perform
background checks for prospective employees and termination and transfer
procedures to conduct exit interviews; return property, keys, 1Ds; notify
security management; and immediately escort terminated employees out.)

3
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Computer Security Questionnaire August 2000
1.8 Do security management personnel have adequate training and | __0_None
expertise? —1 Some
2_Most
3_All
1.9 How many of your systems are accredited by a management .0 Neone
official to formally accept the adequacy of a system’s security? —‘21— fll%r;te
Number w/Current Accreditation | 6 All
General Support Systems
Major Applications .

If the response to any question in the above section is “no,” or “none,” please
explain.

200

Access Controt

The following questions address the :mplementatmn of basie controls that Ilrmt
or detectaccess to comiputer resources (data; programs, equipment; and
- fac:lmes) thereby protectmg these resources agalnst unauthorlzed

21

Are mformatlon resources classified accordmg te thelr cntrcahty

and sensitivity? 0 No

2.2 Have all significant threats to the physical well-being of sensitive 3 Yes
and critical resources been identified and related risks 0 No
determined?

2.3 Is physical access to sensitive facilities limited to individuals who 6 Yes
routinely need access through the use of guards, identification 0__No
badges, or entry devices such as key cards?

2.4  Have effective procedures been established for creating and 1 Yes
periodically changing passwords? 0 No

2.5 Are password files encrypted? 1_Yes

0 No

2.6 s security software used to restrict access? 2 Yes

0 No

2.7 Has communication software been implemented to provide 2 Yes
logical controls over telecommunication access? 0 No

2.8 Has a firewall or set of firewalls been implemented that effectively 3 Yes
monitors and, when appropriate, restricts unauthorized access to G No
internal systems?

2.9  Has intrusion detection software been instalied? 2 Yes

0 No

Please indicate the numbers of intrusions detected:
1999 2000 {to date)
Numbers of Intrusions Detected by Year
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Computer Security Questionnaire August 2000
2.10 Do security managers investigate security violations and report | __3__Yes
results to appropriate supervisory and management personnel? | __ 0 No

3

Application Development & Change Control

If the response to any question in the above section is “no,” please explain.

The following questions address application software developmentand:
chiange-controlsithat prevent unauthorized programs.or modificationsto-

. existing programs from being rmpSemented

Are all changes to all programs controlied as they progress __6_ Yes

3.1
through testing to final approval? 0__No
3.2 s access to all programs, including production code, source 6_. Yes
code, and exira program copies, protected by access control 0 No

software and operating system features?

If the response to any question in the above section is “no,” please explain.

4, System ’oftwar'e
o Thetollowir ; 5
monitor. access torthe powerfui programs and sel ive fnes ’that contro[ the
- .computér hardware and secure applications suppcrted by the system .

4.1  Have you limited access to critical operating system software to .6 Yes
only the personnel needed to adequately maintain system 0_ Neo
operations?

42 s operating system software configured to prevent 3 Yes
circumvention of security software and application controls? 0 No

4.3  Have policies and techniques been implemented for using and 3 Yes
monitoring the use of system utilities? 0_No

If the response to any question in the above section is “no,” please explain.

5.

Segregation of Duties

Thefollowing:questions address estabhsbmg pohc S5 prace

: orgamzattonal structure such that vidu key aspect -
reomputer-related: operaﬂons and thereby conduct unauthorized sctions ot galn
unauthorized access to assets ot records:

5.1 Have incompatible duties been identified and policies been » 3 Yes
identified to segregate these duties? o No
If “no,” please explain.

6. Service Contmunty

6.1 Have crmcal and sensmve computenzed operatlons and 3 Yes
supporting resources for been identified and prioritized? 0 No

5
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Computer Security Questionnaire August 2000

6.2 Have procedures to mitigate potential damage and interruption 6 Yes
been implemented, such as periodically backing up files, 0 _No
programs, and critical documents; implementing fire suppression
controls; providing for a back-up power supply; and arranging for
remote backup facilities?

6.3 Have comprehensive contingency plans been developed and 6 Yes
documented? 0__No

6.4 Have contingency plans been tested? 0 None

1_Some

If so, what was the date(s) of the most recent test(s): —-—g—X'ITSt

explain.

If the response to any question in the above section is “no” or “none,” please

Please attach any documentation, comments, or additional explanations to

the completed questionnaire.
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Mr. TURNER. Thank you, Mr. Chairman.

As we all understand, our Federal agencies rely on computers
and electronic data to perform functions that are essential to our
national welfare and directly affect the lives of millions of Ameri-
cans.

This technology greatly benefits Federal operations through the
speed and accessibility it provides, but it also creates vulnerability
to attack. Individuals, organizations and virtually anyone today
with a computer and a modem has the potential to interrupt and
to eavesdrop on government operations around the world. Many ex-
perts are predicting that future wars will be in the form of
cyberattacks and fought out over a computer grid rather than a
battlefield.

I want to commend the chairman for his interest and his work
on this important issue. Computer security is without a doubt one
of the most critical and difficult technical challenges facing our gov-
ernment. Like Y2K, this subcommittee has an important oversight
role in holding our Federal agencies accountable for implementing
computer security efforts, and while I commend the chairman’s ef-
forts to reduce the task to a simple report card grade, I also realize
that improving computer security is a very complicated, timely and
costly process.

Additionally, I do understand that the subjective format of our
grading system could in some cases unfairly portray the significant
efforts an agency has made to take corrective actions. I realize that
some agency computer systems are critical to national security,
while others may not be. I also realize that this Congress has an
obligation to provide adequate funding to agencies so that they
might meet the requirement that we have imposed on them.

While I want to commend the agencies that are moving forward,
it is clear that the Federal Government has a long way to go before
an effective, comprehensive Federal computer security system is in
place. It is my hope that as a result of these hearings, we will be
closer to achieving our mutual goal. We want to make sure that the
Federal managers have the tools and the funds in place to be ac-
countable for the protection of agency infrastructures.

Again, I thank the chairman for calling this hearing. I appreciate
the good work that the committee and the staff has done, and I
look forward to hearing from each of our witnesses.

Thank you, Mr. Chairman.

[The prepared statement of Hon. Jim Turner follows:]
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STATEMENT OF THE HONORABLE JIM TURNER
GMIT HEARING: "COMPUTER SECURITY: HOW VULNERABLE ARE FEDERAL COMPUTERS?"
9/11/00

Thank you, Mr. Chairman. Federal agencies rely on computers
and electronic data to perform functions that are essential to the national
welfare and directly affect the lives of millions of Americans. This
technology greatly benefits federal operations through the speed and
accessibility it provides, but it also increases our vulnerability to attack.
Individuals, organizations, or virtually anyone with a computer and
modem now has the potential to interrupt or eavesdrop on government
operations from anywhere in the world. Most experts are predicting that
future wars will be in the form of cyberattacks and fought out over a
computer grid rather than a battlefield.

Therefore, I want to commend the Chairman for his work on this
issue. Computer security is without a doubt, one of the most critical
technical challenges currently facing our government. Like Y2K, this
Subcommittee has an important oversight role in holding our federal

agencies accountable for implementing computer security measures.
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And while I commend the Chairman’s efforts, I also realize that this is a
very complicated, timely, and costly process. Additionally, I do
understand that the subjective format of the grading system could, in
some cases, unfairly portray the significant efforts an agency has made
to take corrective action. I realize that some agency computer systems
are critical to national security while others are not. I also realize that
Congress has an obligation to provide adequate funding to agencies so
that they might meet the requirements we have imposed on them.

While I want to commend the agencies that have been moving
forward, it is clear that the federal government has a long way to go
before an effective, comprehensive federal computer security system is
in place. Itis my hope that as a result of these hearings we will closer to
achieving this goal. We want to make sure that the federal managers
have the tools and funds in place to be accountable for the protection of
agency infrastructures. Again, I commend the Chairman for his work

and welcome the witnesses here this morning.
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Mr. HORN. Well, we thank you, and I agree with you. We need
to be talking to the authorizers and the appropriators to make sure
that what is needed will be there. So I imagine the next round we
should have some improvement.

We will now start with the witnesses, and along the agenda the
Honorable John Spotila is the Administrator, Office of Information
and Regulatory Affairs, Office of Management and Budget, part of
the President’s Executive Office of the President, and he is speak-
ing on behalf of OMB today.

So, Mr. Spotila.

STATEMENT OF JOHN T. SPOTILA, ADMINISTRATOR, OFFICE
OF INFORMATION AND REGULATORY AFFAIRS, OFFICE OF
MANAGEMENT AND BUDGET

Mr. SPOTILA. Good morning, Mr. Chairman and members of the
committee. Thank you for inviting me here to discuss OMB’s efforts
in the vital area of computer security.

OMB policies build on a statutory framework requiring that Fed-
eral agencies adopt a set of risk-based management controls for all
Federal computer systems. The agencies must periodically review
their security controls to ensure continued effectiveness.

In an effort to identify strengths and weaknesses in agency secu-
rity programs, OMB sought updated information from the agencies
in June 1999 on their risk management processes. We are now fo-
cusing on the security posture of 43 high-impact government pro-
grams where good security is particularly important. These pro-
grams include Medicare, Medicaid, the air traffic control system,
Social Security and Student Aid. In late May of this year, we asked
the agencies to send us specific information regarding the manage-
ment, operational and technical controls in place for each applica-
tion or general support system sustaining these programs.

Our preliminary findings are illuminating. We have made signifi-
cant progress, but can still do better. Agencies are working to inte-
grate security into their capital planning and investment control
processes. We have made this a high priority. Many agencies have
completed a security review of their systems and have updated
their security plans within the last 2 years. Many agencies develop
and share their security plans with their partner organizations and
other agencies. This promotes a comprehensive understanding of
the interconnections prevalent in a shared risk environment.

Due to their extensive Y2K work, most agencies have tested their
continuity of operations plans within the last 2 years. Most agen-
cies have provided users and system administrators with IT secu-
rity training within the last year. Most agencies update their virus
detection and elimination software on an ongoing basis and have
successfully implemented processes to confirm the testing and in-
stallation of software patches in a timely manner.

Nearly all agencies have documented incident handling proce-
dures and have a formal incident response capability in place. More
agencies need to install firewalls at external entry points to exclude
unauthorized users and within their networks to ensure that au-
thorized users do not exceed authorization.

Agencies can better protect the confidentiality of sensitive mate-
rial through increased use of encryption for password files and per-
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sonal information. Agencies should improve their intrusion detec-
tion capabilities and procedures. This should include increased in-
volvement of agency privacy officers and legal counsel in reviewing
the monitoring activities.

More agencies should ensure that agency managers specifically
authorize the processing of each new or updated system before ac-
tual operations begin. More agencies should have independent re-
view of their security plans.

We are working with the agencies on all of these areas. The
President, his chief of staff and the Director of OMB have all taken
a personal interest in enhancing security for our interconnected
systems. This has gone a long way to establish senior management
support at the agencies.

In February, OMB issued important guidance to the agencies on
incorporating security and privacy requirements in each of their
fiscal year 2002 information technology budget submissions.

A well-known computer security expert, Robert Courtney, once
said, “Good security is the ultimate non-event.” In that phrase, he
summarized the difficulty of measuring effective security. We face
a significant challenge. We must devise a method to assess security
for the whole of government, its thousands of vastly diverse sys-
tems and millions of desktop computers. No other organization
faces demands in this area that are as broad as those the govern-
ment confronts.

Since last fall, OMB has worked with the CIO Council, NIST,
GAO and the agencies to develop security performance measures
against which agencies can assess their security programs. As you
know, CIO Council and NIST representatives have met with your
staff to discuss this effort. We have made great progress in a rel-
atively short period of time, but, not surprisingly, there is more to
be done. Even the private sector is struggling with this challenge.

Mr. Chairman, clearly you are focused on the need to assess
agency security programs. While we appreciate your serious inter-
est in security and your belief that grades will help the agencies
improve their performance, we do have some concerns with this ap-
proach. We look forward to working closely with you to develop bet-
ter ways of measuring progress in this area. We learned much from
our collegial efforts with the committee, GAO and the agencies in
developing good Y2K measurements. Ideally, we should work to-
gether to develop a similar workable set of measurements for as-
sessing agency security programs.

Measuring agency security effectiveness is at least as complex as
the Y2K measurement effort. We must assess programs and imple-
mentation at three different levels: the relatively uniform agency
management or executive level; the expansive mix of individual
programs where agency business operations take place; and at each
of the thousands of government information systems that support
actual agency program operations.

Cursory measurements can be misleading. A well-documented se-
curity program without the periodic evaluation of control effective-
ness can give a false sense of security. A weak central organization
can obscure highly effective component, program or system-level se-
curity. We must take a comprehensive approach to evaluating secu-
rity if we are to generate meaningful results.
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Our assessment approach begins with the premise that all agen-
cy programs and systems must include a continuing cycle of risk
management, appropriate methods to evaluate and measure per-
formance, and the ability to anticipate or quickly react to changes
in the risk environment.

We are putting great emphasis on agency self-assessment. This
fall all agencies will use a NIST-prepared questionnaire that fo-
cuses on overall agency programs as well as on specific manage-
ment, operational and technical controls applied to each system or
group of systems. Assessing the effectiveness of the program and
the individual controls, not simply their existence, is vital to
achieving and maintaining adequate security.

The NIST questionnaire will help agencies identify whether the
program and controls are properly documented, implemented and
continuously tested and reviewed. We can then determine a secu-
rity level for an individual system, an agency or component, or an
aggregated form, an entire agency.

Self-assessments improve security. They are less costly and can
be performed more frequently than compliance inspections and au-
dits. They can be performed by system users, thereby helping to
promote buy-in and greater compliance. They promote openness
and cooperation among all participants. They can also give us good
information on a timely basis.

In seeking to measure security effectiveness, we should not
equate it to our Y2K experience. While Y2K was a complex man-
agement challenge, it was a relatively straightforward technical
one, and we could measure progress toward a known event. Secu-
rity challenges, on the other hand, are unpredictable, ongoing,
ever-changing and multidimensional. Security threats often arise
from malicious parties who probe for vulnerabilities and risks.
These threats can strike at the confidentiality of our information,
the integrity of our systems and data, and our ability to ensure
that information in systems will be ready for use when needed.
These threats are ever-changing and our approach to security must
be equally dynamic.

While a general progress report at an agency level can be valu-
able when used in the proper context, it is but a snapshot taken
at a point in time. It may or may not even be a clear picture. Be-
cause a security program comprises physical, personnel, technical
and other controls, accurately assessing a program is an extremely
complex undertaking. In our view, the differences between the two
call for different responses. Just as we must resist the simplicity
of a one-size-fits-all security program for the wide variety of agency
systems, we must also avoid a one-size-fits-all approach to measur-
ing successes and shortfalls.

If we are to improve the government’s approach to information
security, we need to work together. We very much appreciate the
committee’s interest in this important area and look forward to
continuing our close cooperation with you. We value our partner-
ship with you and hope that this hearing will mark a further
strengthening of our joint efforts on behalf of the American people.
Thank you.
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Mr. HORN. We thank you. And in courtesy to the executive
branch, we let you go beyond the 5-minute rule.

Mr. SpoTiLA. Thank you.

[The prepared statement of Mr. Spotila follows:]



31

EXECUTIVE OFFICE OF THE PRESIDENT
OFFICE OF MANAGEMENT AND BUDGET
WASHINGTON, D.C. 20503

STATEMENT OF THE HONORABLE JOHN T. SPOTILA
ADMINISTRATOR
OFFICE OF INFORMATION AND REGULATORY AFFAIRS
OFFICE OF MANAGEMENT AND BUDGET
BEFORE THE
COMMITTEE ON GOVERNMENT REFORM
SUBCOMMITTEE ON GOVERNMENT MANAGEMENT,
INFORMATION, AND TECHNOLOGY
U.S. HOUSE OF REPRESENTATIVES
September 11, 2000

Good morning, Mr. Chairman and Members of the Comumittee. Thank you for inviting
me here to discuss OMB’s efforts in the area of computer security. We share your conviction
that computer security is of vital concern. Government today relies increasingly on computer
systems to support critical functions. Moreover, government and industry are now more
interconnected than ever, operating in a shared risk environment, with our interdependence
growing daily. The integrity and availability of our systems and, where appropriate, the
confidentiality and privacy of information in those systems are today more important than ever.

Last July 26®, I appeared before this Committee and provided an overview on the
Administration’s efforts to enhance the security of Federal information systems and critical
infrastructures. My testimony today will reiterate some of my remarks in July, while also adding
further detail on what we are doing to measure more accurately agercy security efforts.

As the Committee knows, we are currently in an important phase of this year’s
appropriations process. Congress is considering the funding of a number of key security
initiatives that the President proposed in his FY 2001 budget. This budget recommended
approximately $2.0 billion for agency critical infrastructure protection and computer security
programs out of a total information technology budget of about $40 billion. This security total is
a 15% increase over the FY 2000 enacted total of $1.8 billion. It includes funding to help detect
computer attacks, coordinate research on security technology, hire and train more security
experts, and create an internal expert review team for non-defense agencies. These initiatives are
vitally important.

Mr. Chairman, you have expressed your personal support for increased funding in these
areas and we appreciate your help. Regrettably, many of our requests for security funds still face
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an uncertain future in the appropriations process. It has been particularly difficult to gain support
for cross-cutting initiatives, despite their importance to our computer security efforts. We must
be more open to innovative approzches in this area and look for opportunities for syrergy and
interagency cooperation:

Several important cross-cutting government initiatives are at risk in the appropriations
process, but can still be implemented:

Department of Commerce

. $5 million at the National Institute for Standards and Technology (NIST) to establish an
expert security review team to help agencies review their systems and programs, identify
unacceptable risks, and assist in mitigating them. This program would operate in the
context of NIST’s statutory responsibilities under the Computer Security Act of 1987 and
Clinger-Cohen Act of 1996 to issue security guidance to the agencies. We believe that
this initiative is critical to NIST and OMB efforts to assess the security posture of
agencies, individual programs, and to ensure that security programs and controls are
effective and remain effective over time.

. $6.6 million for the Critical Infrastructure Assurance Office to continue its efforts to
assist government agencies in identifying and prioritizing their critical assets and
interdependencies and to continue cross-sectoral public-private partnerships.

. $50 million to create the Institute for Information Infrastructure Protection at NIST. The
Institute would work collaboratively with industry and academia to fili research and
development gaps for key security technologies. Industry often has no incentive to invest
in long-term research and development without a clear market need. Research would be
performed at private corporations, universities, and non-profit research institutes.

General Services Administration

. $5.4 million to maintain the Federal Computer Incident Response Capability (FedCIRC),
the central government non-law enforcement focal point for responding to attacks,
promoting incident reporting, and cross-agency sharing of data about common
vulnerabilities. A portion of this funding will also continue government support of
Carnegie-Mellon University’s highly acclaimed Computer Emergency Response Team
(CERT).

. $10 million for next generation intrusion detection. This funding would be used to
establish the Federal Intrusion Detection Network (FIDNet) which would complement
FedCIRC by standardizing ongoing agency computer intrusion detection activities,
automating many of the cumbersome manual processes now employed, and providing a
centralized expert analytic capability that does not exist at most agencies.
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Department of Treasury

. $7 millicn at Treasury to complete the development of an interoperable government-wide
infrastructure to permit authenticated electronic transactionis and thus promote the
electronic delivery of services to the public. In our traditional, paper-based world,
government, industry, and the public rely on trusted and verifiable relationships, photo
IDs, notarized signatures, and face-to-face contact to authenticate one another's identity
prior to conducting business. We need a similar authentication capability in our new
electronic world.” This funding would translate paper-based relationships into similar
trusted and verifiable electronic relationships.

Office of Personnel Management and the National Science Foundation

. $7 million at the Office of Personnel Management and $11.2 million at the National
Science Foundation for Federal Cyber Services/Scholarships for Service. The
Scholarship for Service effort will help develop the next generation of Federal
information technology managers by awarding scholarships for the study of information
assurance and computer security in exchange for Federal Service.

Administration Actions

In May 1998, the President issued Presidential Decision Directive 63, on "Critical
Infrastructure Protection.” This Directive provided a framework for government action. It
pointed out that interconnected computer systems are necessary for the provision of essential
national services. It recognized that a potential future attack against the United States might take
the form of a cyberattack against our critical computer systems. It acknowledged that
government and industry face essentially the same risk in this area and must work in close
partnership to mitigate that risk.

The Directive also called on all Executive branch agencies to assess the vulnerabilities to
their systems and the nation's critical infrastructures-- communications, energy, banking and
finance, transportation, emergency services, and public health. It placed special emphasis on
protection of the government's own critical assets and establishing the government as a model for
information security. This is where OMB's primary role lies and where we have been
concentrating our efforts.

To implement the Directive, the President appointed Richard Clarke of the National
Security Council as the nation's first National Coordinator for Security, Infrastructure Protection,
and Counter-Terrorism. Later, the National Security Advisor announced the appointment of
Jeffrey Hunker as Senior Director for Critical Infrastructure Protection, in the Office of
Transnational Threats. Both have worked tirelessly to increase national awareness of the scope of
the problems in this area, working closely with OMB to help formulate sound approaches to
addressing these problems. ’
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The Directive called for the development of a detailed National Plan for Information
Systems protection, so that we could better defend against cyber disruptions. It also established a
Critical Infrastructure Assurance Office (CIAQ) at the Department of Commerce to coordinate
government interaction with industry, develop the national plan, and assist federal agencies in
identifying and prioritizing their own critical assets.

The Directive also established at the FBI the National Infrastructure Protection Center
((NIPC) as a national focal point for gathering information on threats to the nation's critical
infrastructures. NIPC’s mission is largely to assess, respond, and investigate threats and attacks
on our critical infrastructures. They support law enforcement efforts concerning cyber erimes
and computer intrusion.

OMB’s Role in Government Computer Security

We are very much committed to the protection of Federal computer systems. We
recognize that security, or information assurance as it is sometimes called, consists of a nuumber
of separate components:

. Canfidentiality -- assuring that information will be kept secret, with access limited
. to appropriate persons for authorized purposes;

. Integrity -- assuring that information is not accidentally or maliciousty altered or
destroyed, that systems are resistant to tampering, and that they operate as
intended;

. Availability -- assuring that information and systems will be ready for use when
needed;

. Reliability -- assuring that systems will perform consistently and at an acceptable
level of quality; and

. Authentication - assuring that users of systems and parties to transactions are
verified and known so that the sender knows that data has been delivered and the
recipient knows the sender’s identity. With authentication comes nonrepudiation,
since neither party can later deny having sent or received the data.

As I mentioned in my July testimony before this Committee, through the Computer
Security Act of 1987, the Paperwork Reduction Act of 1995, and the Information Technology
Management Reform Act of 1996 (Clinger-Cohen Act), Congress has provided a sound legal
framework for the Executive branch to address computer security needs. OMB policies build on
this statutory framework,

OMB Circular A-130 sets forth government-wide polices for a wide variety of
information and informetion resource management issues. The body of the Circular addresses
agency management of information and information systems including capital planning and
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investment control. Appendix I sets privacy policy. The soon to be issued Appendix I defines
policy for information architectures and implementation of the Government Paperwork
Elimination Act. Appendix III sets security policy.

Appendix III sets responsibilities for the confidentiality, availability, and integrity of all
non-national security Federal information systems and the information processed by them. It
also directs the Department of Commerce (through NIST) to issue appropriate security standards
and guidance, provide security training guidelines, provide guidance for security planning,
provide guidance and assistance to Federal agencies on appropriate security when
interconnecting with other systems, evaluate new technologies, and apprise Federal agencies of
their security vulnerabilities. NIST guidance is a mandatory companion to OMB’s policies.

The Appendix also calls for NIST to coordinate agency incident response activities,
However, due to funding difficulties and because NIST is not a service providing agency, that
function (FEDCIRC), was transferred to GSA in 1998. We are working with GSA and the CIO
Council to improve, within available resources, the operational effectiveness of FedCIRC.
FedCIRC also coordinates the cross-government sharing of information regarding common
vulnerabilities and works with the FBI, DOD, and others to assist agencies in responding to
computer security incidents. In 1996, OMB designated FedCIRC as the primary avenue for
agencies to fulfill their information sharing and incident handling responsibilities. FedCIRC has
about 40 partner security organizations in government, industry, and academia and has an alert
contact list comprising every Federal agency CIO and nearly 1,000 employees representing every
Federal department and agency through which it can issue alerts.

Importantly, Appendix III also requires Federal agencies to adopt a minimum set of risk-
based management controls for all Federal computer systems. Four controls are specifically
described in the Appendix: assigning responsibility for security; security planning; management
authorization; and, especially pertinent to today’s hearing, periodic review of security controls.
These controls are intentionally not technology dependent. Instead, they focus on the
management controls agencies need to assure adequate security of the information technology
now in the hands of millions of Federal users. Technical and operational controls to support
these management controls are set forth in NIST guidance.

OMB policy also implements the Clinger-Cohen model by tying agency information
resource management responsibilities, including security, to the capital planning and budgetary
oversight process the agency engages in with OMB. When OMB reviews information
technology investment plans generally, or when it examines specific information systems. it
evaluates agency security planning and practices. Later in these remarks, I will discuss in more
detail our recent guidance to the agencies on tying security and privacy to funding requests for
information technology.

Are current policies effective?

In reviewing our recent efforts in the area of computer security, OMB has taken a close
look at the effectiveness of our current policies. In general, we believe that our policies and
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guidance for unclassified applications are adequate, although some updating and additional detail
would be helpful. We plan to work with the CIO Council and others to provide additional detail
in our upcoming revision to these policies. Indeed, reports from GAO, including its assessment
of security practices of leading private sector organizations, show that OMB policies and NIST
guidance are properly focused on a risk-based, cost effective approach and reflect the right
balance between strong security and mission needs.

Again, OMB Circular A-130 establishes an overall framework for government
information and information resource management. We must integrate security within this
framework to ensure that it remains cost-effective, forms an integral part of agency business
processes, enables rather than impedes agency missions, and operates effectively over time.

How can we ensure effective policies?

We recognize that security measures must function effectively in the real world of agency
missions and business operations. To accomplish this, we focus on a number of key principles:

. We should consider widely diverse views and attempt to accomnmodate unique agency
needs. Agency information management practices often affect the public, industry, and
state and local governments. In considering new approaches to security we need an open
and transparent process that encourages and makes good use of public comment.

. Although the views of the general security and national security community are essential
in developing sound security policy, they are not the only ones we should consider.
Agency ClQOs, program officials, GAO, agency inspector generals, and others also have
important perspectives and their views are essential in the policy development process.

. Ultimately, the responsibility for security of systems and programs should lie with each
agency and with the specific program officials in each agency. -Unless we develop policy
that fits within that context, security will become an afterthonght.

. Compliance improves when we build security into our systems and work processes in
close coordination with the program officials that are closest to the affected operations.

. Funding and managing security apart from a program encourages program officials,
system owners and users to ignore it. Separation sends a signal to them that security is
not their job. If program officials and users do not take responsibility for security, then
security officers and others must do so, often by employing resource intensive
compliance inspections. This approach carries risk since the only time one knows the
level of compliance is during or immediately following an inspection.

Good design and good planning are the keys to successful security. For good design,
security must be compatible with and enable -- not unnecessarily impede - system performance,
business operations, and the mission. When security unnecessarily slows the system or hinders

[e3]
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the mission, users often work around it or ignore it completely. To work effectively, security
must be part of the system architecture, built-in so thdt users will "buy-in."

Good planning requires that we fund security and privacy as part of the life-cycle costs
for each system. To identify true system costs and adequately plan for future system or program
operations, we must account for all of the resources necessary to operate the systems, including
security. Indeed, attempting to fund security independent of the program or system within which
it lives makes it far more difficult to build a business case for the security component. If it sn’t
tied to the mission, how can one demonstrate security’s support of the mission?

Our approach provides maximum flexibility for agencies so that they can make
appropriate, informed choices in applying necessary security controls that are consistent with
their unique circumstances. It minimizes conflicts that could easily arise from any centralized
approach to widely diverse agencies with a broad range of varied and shifting requirements.

How can we improve compliance?

As GAQ, agency Inspectors General, our own program reviews, and industry and private
security experts all agree, most security probiems come not from a lack of policy, but rather from
ineffective or incomplete implementation of existing policies and guidance and too infrequent
reviews of control effectiveness. We are very much aware of this risk in the Federal context. In
government, ineffective implementation can arise from inadequate resources, lack of
management attention, and inadequate employee training. There is much more to be done before
we reach full implementation of our existing security guidance.

We believe agencies must meet the following three goals to ensure successful security
policy implementation:

. They must establish and maintain senior management support.

. They must achieve consensus and get user buy-in when initially setting policy so that the
product will be better.

. They must tie security to their capital planning and investment control process and to
their budgets.

To identify specific problems regarding implementation, we are collecting empirical data
from the agencies. We began in June 1999 with a systemaric review of agency risk management
processes.

We are now focusing on the security posture of 43 high impact government programs that
represent the major areas where the government connects to the public in arcas often involving
confidential information that needs appropriate security. We started here to focus on the most
important areas to ensure good security. These include Medicare, Medicaid, the Air Traffic
Conitrol System, Social Security, and Student Aid. In late May we asked agencies to provide to
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us specific information regarding the management, operational and technical controls in place for
each application or general support system that sustains one of the programs for which they are
responsible.

Our preliminary findings to date are illuminating. Overall, we see that while much work
remains, especially for cross-cutting initiatives as discussed above, progress is being made.
Agencies are working to improve their integration of security into their capital planning and
investment control processes. We have also found the following:

. Many agencies have completed a security review of the systems and have updated their
security plans within the last two years. Our current policy calls for updates as required,
but no longer apart than every three years.

J A large number of agencies develop and share their security plans with their partner
organizations and other agencies. This promotes a comprehensive understanding of
interconnections that result in a shared risk environment.

. Due to the extensive Y2K work done by agencies, most of their continuity of operations
plans have been tested within the last two years.

. The majority of agencies have provided users and system administrators with IT security
training within the last year as required by existing policy.

. Most agencies update their virus detection and elimination software on an ongoing basis
and have successfully implemented processes to confirm the testing and installation of
software patches in a timely manner.

. Nearly all agencies have documented incident handling procedures and have a formal
incident response capability in place.

We have also found that still more can be done:

. More agencies need to install firewalls at external entry points to exclude unauthorized
users and within their networks to ensure authorized users do not exceed authorization.

. Increased use of encryption by agencies would help promote confidentiality of sensitive
material, such as password files and personal information.

. Agencies need to improve their intrusion detection capabilities and procedures. This
includes increased involvement of agency Privacy Officers and legal counsel in reviewing
the monitoring activities.

. More agencies need to ensure that management authorizes system use consistent with
security precautions.
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. More agencies must have independent reviews of their security plans.

As we learn more, we will take appropriate steps to improve agency security further. In
the interim, we are not waiting. Already we have acted on each of the three goals I mentioned
above that seek to ensure successful security policy information. As I described in my July 26
testimony, the President and his Chief of Staff bave taken a personal interest in enhancing
security for our interconnected systems. This has gone a long way to establish senior
management support at the agencies. Through our review of the 43 high impact programs. we
have already seen evidence of increased user buy-in for the security needs of those programs.
Finally, as I mentioned earlier, we have taken action to ensure that security is tied to agency
capital planning and investment control.

In February, OMB Director Jacob Lew issued important guidance to the agencies on
incorporating security and privacy requirements in each of their FY 2002 information
technology budget submissions. We have been working with each of the agencies at the staff
level to help them comply with this new guidance.

In the future, when requesting approval for information technology funds, agencies must
demonstrate how they have built adequate security and privacy controls into the life-cycle
maintenance and technical architectures of each of their systems. Without an adequate showing,
the systems will not be funded. The criteria are set out below and apply to investments in the
development of new or the continued operation of existing information systems. Agency
investments nust:

. Be tied to the agency’s information architecture.

Proposals should démonstrate that the security controls for components, applications, and
systems are consistent with and an integral part of the information technology
architecture of the agency. )

. Be well-planned by:

Demonstrating that the costs of security controls are understood and are explicitly
incorporated in the life-cycle planning of the overall system in a manner consistent with
OMB guidance for capital programming.

Incorporating a security plan that discusses: 1) the rules of behavior for the system and
the consequences for violating those rules; 2) personnel and technical controls for the
system; 3) methods for identifying, appropriately limiting, and controlling
interconnections with other systems and specific ways such limits will be monitored and
managed; 4) procedures for the on-going training of individuals that are permitted access
to the system; 5) procedures for the on-going monitoring of the effectiveness of security
controls; 6) procedures for reporting and sharing with appropriate agency and government
authorities indications of attempted and successful intrusions into agency systems; 7)
provisions for the continuity of support in the event of system disruption or failure.

S
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Manage risks by:

Demonstrating specific methods used to ensure that risks and the potential for loss are
understood and continually assessed, that steps are taken to maintain risk at an acceptable
level, and that procedures are in place to ensure that controls are implemented effectively
and remain effective over time.

Dermonstrating specific methods used to ensure that the security controls are
commensurate with the risk and magnitude of harm that may result from the loss, misuse,
or unauthorized access to or modification of the system itself or the information it
manages.

Identifying additional security controls that are necessary to minimize risks to and
potential loss from those systems that promote or permit public access, other externally
accessible systems, and those systems that are interconnected with systems over which
program officials have little or no control.

Protect privacy and confidentiality by:

Deploying effective security controls and authentication tools consistent with the
protection of privacy, such as public-key based digital signatures, for those systems that
promote or permit public access.

Ensuring that the handling of personal information is consistent with relevant
govemnment-wide and agency policies, such as privacy statements on the agency’s web

sites.

Account for departures from NIST Guidance.

For non-national security applications, to ensure the use of risk-based cost-effective
security controls, describe each occasion when employing standards and guidance that are
more stringent than those promulgated by the National Institute for Standards and
Technology.

The Director’s memo will promote funding security as an integral component of IT

spending. Indeed, OMB supports funding well-conceived agency-specific budget requests for
security initiatives and additionally OMB’s budget preparation guidance to the agencies this year
has adced a requirement that they include, for each system, the percentage amount being spent
for security. Over time, we believe this will give us better information on true security costs.

How can we measure effectiveness of agency security programs?

A well known computer security expert, Robert Courtney, once said, "Good security is

the ultimate non-event." In that phrase he summarized the difficulty in measuring effective
security. While security experts suggest a number of existing evaluation models and other
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models are under development, we are faced with a significant challenge. We must devise a
method to assess security for the whole of government, its thousands of vastly diverse systems,
and millions of desktop computers. It is fair to say that no other organization faces demands in
this area that are nearly as broad as those the government confronts.

Since last fall, OMB has worked with the CIO Council, NIST, GAO, and the agencies to
develop security performance measures against which agencies can assess their security
programs and take steps to mature them over time. As you know, CIO Council and NIST
representatives have met with your staff to discuss this effort. We believe we have made great
progress in a relatively short period of time. We should view this progress in context. In an
effort to measure continuously its own security posture, a major financial institution, recognized
as an industry leader in security, has recently spent three years developing an assessment
framework that is quite comparable to ours.

We understand, Mr. Chairman, that you may plan to grade agency security programs as
you did for agency Y2K efforts. We do look forward to working closely with yon in this area,
and as you know we worked with agencies to ensure a timely response to the questionnaire you
sent out on their security position in the government. We certainly learned much from our
collegial efforts with the Committee, GAQO, and the agencies, in developing good Y2K
measurements. We supported your effort in Y2K, where we had a single goal in a finite amount
of time. Ideally, we should work together to develop a similar workable set of measurements for
assessing agency Security programs.

We have used what we learned in the Y2K measurement process as a head start in
identifying objective ways to measure security performance. Measuring agency security
effectiveness is at least as complex. We must measure programs and implementation at three
different levels: 1) at the relatively uniform agency management or executive level; 2) at the
expansive mix of individual programs where agency business operations take place; and 3) at
each of the thousands of government information systems that support actual agency program
operations. Cursory measurements can be misleading for a number of reasons. Indeed, a well
documented security program without the periodic evaluation of control effectiveness can give a
false sense of secunity while a weak central organization can obscure highly effective component,
prograin, or system level security.

Our approach begins with the premise that all agency programs and systems must meet
the minimum security requirements of OMB Circular A-130, Appendix III and associated NIST
security guidance. These requirements include a continuing cycle of risk management as well as
appropriate methods to evaluate and measure performance and react to changes in the risk
environment.

Agencies will use a NIST prepared self-assessment questionnaire that focuses on the
overall agency program as well as on specific management, operational, and technical controls
applied to each system or group of systems. Assessing the effectiveness of the program and the
individual controls, not simply their existence, is key to achieving and maintaining adequate
security. The questionnaire will help agencies assess effectiveness by identifying whether the
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program and the controls are properly documented, implemented, and continuously tested and
reviewed. The questionnaire output will help determine the security level for an individual
system, an agency component, or, in aggregated form, an entire agency.

I want to point out that first and foremost this approach is intended to foster agency self-
assessment. While certainty OMB, the agency Inspectors General, GAO, and the Committee
will continue to review agency security program effectiveness, we believe it is vitally important
for agency officials to have tools to assess themselves, Self-assessments are less costly and can
be performed more frequently than compliance inspections and audits. They can be performed
by systems users helping to foster buy-in and greater compliance. Self-assessments promote
openness and cooperation among participants versus an inspection’s potential climate of distrust
and adversarial relationships. Self-assessments can result in more effective security.

In secking to measure security effectiveness, some have looked to the Y2K experience
and have suggested that we measure agency progress in the same way. In applying lessons
learned from the Y2K effort, however, we should recognize what it was — the Y2K effort was a
project focused on fixing a finite problem which had a fixed, unmovable deadline. It was a vast
management challenge, but it did not involve difficult téchnical challenges. Over the course of
the effort, our understanding of how the problem might manifest itself grew, but the nature of the
technical problem did not change. In this sense the problem was predictable and thus much
simpler than other key IT challenges. Similarly, in the Y2K project there was no need to invest in
research and development for the longer term. However, because of the changing technical
threat, critical infrastructure protection and computer security need such investment. Thus the
approach that worked for the Y2K problem may or may not be the most effective one for
addressing other IT challenges. Rather, we must address each of them in their own context.

‘While a general progress report at an agency level can be valuable when used in the
proper context, it is but a snapshot of a point in time and can be an unclear picture. Because a
security program comprises physical, personnel, technical, and other controls, accurately
assessing a program is an extremely complex undertaking. In our view the differences between
the two call for different responses.

Just as we must resist the simplicity of a one-size-fits-all security program for the vast
heterogeneity of agency systems, we must also avoid a one-size-fits-all approach to measuring
successes and shortfalls.

Cross-Cutting Efforts

As I mentioned in my July testimony, we are engaged in a number of initiatives that seek
to promote better security of government assets. We are working with the NSC, the CIO
Council, NIST, GSA, and others on specific projects that include:

. Testing a systematic process of identifying, assessing, and sharing effective security
practices. The CIO Council has developed a searchable database and website to facilitate
this activity.

12
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Creating a formal process for coordinating the government-wide response to cyber
incidents of national significance. This process includes the formation of a working
group consisting of OMB, the FBI, Departments of Justice, Defense, and Commerce, the
intelligence community, GSA, and the CIO Council, along with a senior level steering
group consisting of senior officials from the above agencies, the NSC and OSTP.

Using the FedCIRC organization to promote more timely agency installation of patches
for known vulnerabilities. Many successful attacks against government and industry
systems have been the result of old vulnerabilities for which vendor patches are readily
available at no cost. Installing such patches is not, however, a trivial task; it requires
considerable time and effort on the part of systems administrators who often are busy just
keeping their systems up and running efficiently. We hope to provide some relief
through this cross-cutting initiative if we can obtain necessary future funding.

Reviewing security policies and practices of the national security community to see if
they have applicability for those agencies that operate in an unclassified environment.
Where appropriate, those policies and practices will be adapted for general agency use.

Exploring with the CFO Council the viability of establishing a security benchmark or
standard expectation for the security of agency financial systems. This effort may prove
to be an effective pilot for establishing similar benchmarks for other discrete classes of
information and systems. At the same time, we want to move carefully in this area to
avoid the temptation to establish one-size-fits-all security requiremernts.

Developing a government-wide Public Key Infrastructure (PKI) - a trusted digital
signature infrastructure that will facilitate a broad range of services including tax filings,
regulatory submissions, student and small business loans, benefit applications, grants, and
many more. The PKI will be essential to agency implementation of the Paperwork
Elimination Act. The Federal PKI Steering Committee, sponsored by the CIO Council, is
working with government agencies and industry to field a comprehensive network-based
infrastructure to support a federal PKI. Part of this task involves allowing digital
signatures from different government agencies and different vendors to interoperate. A
pilot, "Certificate Bridge Authority" successfully tested this interoperability in April and
will be operational later this year. The PKI, through digital signature services and
encryption, provides four of the basic security services I mentioned earlier --
confidentiality, integrity, authenticity, and non-repudiation. For all of these efforts,
adequate future funding will be essential.

Impiementing a new methodology, Project Matrix, for prioritizing key nodes in complex
information systems for investment in improved security. A major challenge in
improving systems security is prioritizing where scarce resources should go first. Project
Matrix was developed by the CIAO, and piloted on Department of Commerce systems
such as those supporting the National Hurricane Center. OMB strongly supports a matrix
like methodology for promoting an effective capital planning and investment control
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process at the agencies, including security.
New Legislation

As I mentioned in my July testimony, we are very supportive of the Government
Information Security Act of 2000, now part of the pending FY 2001 Defense Authorization Act.
The Administration worked closely, in a non-partisan way, with the authors of this legislation.
By taking elements directly from the Computer Security Act, the Paperwork Reduction Act, and
Clinger-Cohen this legislation provides no new policy authority for OMB. It does, however,
provide for some very important tools to evaluate agency security programs. It also establishes
an annual reporting requirement that will assist OMB and Congress in monitoring progress in
this area. The legislation would promote security as an essential management function and
would do much to stimulate agencies into taking even greater steps to enhance the security of
their systems.

It is clear that considerable resources are necessary to ensure the timely, ongoing, and
comprehensive review of agency security programs. Acting under the umbrella of this legislation
the agencies themselves can achieve the results we all seek. The Federal government has come a
long way since the original Computer Security Act was passed in 1987. There have been
significant technology and policy changes along the way. If it becomes law, the Government
Information Security Act will update our statutory framework in a thoughtful and constructive
manner. Tn addition, requiring agencies to give the CIO in each agency the authority to
administer security functions, the act will promote the activities of CIOs and the CIO Council.

Conclusion

As T have said before, we appreciate your interest in this important area and look forward
to continuing our close cooperation with the Cormumittee. We value our partnership with you and
hope that this hearing will mark a further strengthening of our joint efforts on behalf of the

American people.

Thank you.
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Mr. HorN. I will say for all the other witnesses after Mr.
Willemssen, who speaks for the General Accounting Office of the
legislative branch, that we would like you to summarize, and we
will bring the gavel down every 5 minutes now or we’re not going
to be out of here, and we want to be out of here by roughly 11:45.
I know a number of you have commitments.

What I would like to put in the record at this point for the hear-
ing record—and tell me if there’s anything else that ought to go
into it, or some of these are classified, just to redact them, as the
saying goes—Presidential Directive 63; OMB-A130, the Budget Di-
rector Mr. Lew’s guidance, to agencies; the appendix 3 and associ-
ated NIST—what was once the Bureau of Standards and Secu-
rity—guidance. And I would like these simply as appendices to
your testimony, and if there’s a problem, work it out with staff.

Mr. SpoTiLA. That’s fine.

[The information referred to follows:]
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The Honorable Steven Hom

Chairman, Subcommittee on Government
Management, Information and Technology

Committee on Government Reform

U.S. House of Representatives

‘Washington, DC 20515

Dear Mr. Chairman:

‘We appreciate your offer to help gain support for funding cross-cutting
Administration initiatives to promote greater computer security. These initiatives are
critically important to our information assurance efforts. They will enhance secure
information technology at a time of increasingly networked information systems. They
will also play a vital role in our collective effort to see that electronic government and
electronic commerce reach their full potential.

At the Committee’s security hearing yesterday, we discussed the need for
increased funding for cross-government security initiatives. Attached to this letter is a
concise summary explaining this need in more detail; all of these amounts were requested
in the President’s Budget for FY 2001. I was pleased to hear that the General Accounting
Office agreed yesterday that sufficient funding is vital if agencies are to protect against
risks to their systems. As my testimony indicated, this is an area where it is important for
us all to work together.

Thank you for offering to assist us in seeking funds for these important initiatives.
If you have a need for any further information, please let us know.

Enclosure
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FY 2601 Cross-Cutting Security Initiatives

General Services Administration

$5.4 million to maintain the Federal Incident Response Capability (FedCIRC) the
central govemment non-law enforcement focal point for responding to attacks,
promoting incident reporting, and cross-agency sharing of data about common
vulnerabilities. A significant portion of this funding is also to continue government
support of Carnegie-Mellon University’s highly acclaimed Computer Emergency
Response Team (CERT).

$10 million for next generation intrusion detection. This funding would be used top
establish the Federal Intrusion Detection Network (FIDNet) which would compliment
FedCIRC by standardizing ongoing agency computer intrusion detection activities,
automating many of the cumbersome manual processes now employed, and providing
a centralized expert analytic capability that does not exist at most agencies.

Department of Commerce

$5 million at the National Institute for Standards and Technology (NIST) to establish
an expert security review team to help agencies review their systems and programs,
identify unacceptable risks, and assist in mitigating them. This program is in the
context of NIST"s statutory responsibilities under the Computer Security Act of 1987
and Clinger-Cohen Act of 1996 to issue security guidance to the agencies.

$6.6 million for the Critical Infrastructure Assurance Office to continue its efforts to
assist government agencies in identifying and prioritizing their critical assets and
interdependencies and to continue cross-sectoral public-private partnerships.

$50 million to create the Institute for Information Infrastructure Protection at NIST.
The Institute would work collaboratively with industry and academia to fill research
and development gaps for key security technologies. Industry often has no incentive
to invest in long-term research and development without a clear market need.
Research would be performed at private corporations, universities, and non-profit
research institutes.

Department of Treasury

$7 million at Treasury to petfect the development of an interoperable
government-wide infrastructure to permit authenticated electronic transactions and
thus promote the electronic delivery of services to the public. In the paper-based
world, government, industry, and the public rely on trusted and verifiable
relationships, photo IDs, notarized signatures, and face-to-face contact to authenticate
one another's identify prior to conducting business. This funding would translate
those paper-based relationships into similar trusted and verifiable electronic
relationships.
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Office of Personnel Management and the National Science Foundation

$7 million at the Office of Personmel Management and $11.2 million at the National
Science Foundation for Federal Cyber Services/Scholarships for Service. The
Scholarship for Service effort is intended to develop the next generation of Federal
information technology managers by awarding scholarships for the study of
information assurance and computer security in exchange for Federal Service.
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EXECUTIVE OFFICE OF THE PRESIDENT
OFFICE OF MANAGEMENT AND BUDGET
WASHINGTON, D.C. 20503

February 28, 2000

THE DIRECTOR

M~-00-07
MEMORANDUM FOR THE HEADS OF DEPARTMENTS AND AGENCIES

From: Jacob J. Lew
Director

Subject: Incorporating and Funding Security in Information Systems Investments

This memorandumn reminds agencies of the Office of Management and Budget’s (OMB)
principles for incorporating and funding security as part of agency information technology
systems and architectures and of the decision criteria that will be used to evaluate security for
information systems investments. The principles and decision criteria are designed to highlight
our existing policy and thereby foster improved compliance with existing security obligations;
this memorandum does not constitute new security policy. OMB plans to use the principles as
part of the FY 2002 budget process to determine whether an agency’s'information systems
investments include adequate security plans.

Protecting the information and systems that the Federal government depends on is
important as agencies increasingly rely on new technology. Agencies are working to preserve
the integrity, reliability, availability, and confidentiality of important information while
maintaining their information systems. The most effective way to protect information and
systems is to incorporate security into the architecture of each. This approach ensures that
security supports agency business operations, thus facilitating those operations, and that plans to
fund and manage security are built into life-cycle budgets for information systems.

This memorandum is written pursuant to the Information Technology Management
Reform Act (the Clinger-Cohen Act) which directs OMB to develop, as part of the budget
process, a mechanism to analyze, track, and evaluate the risks and results of major capital
investments made by an executive agency for information systems. Additionally, the Clinger-
Cohen Act calls for OMB to issue clear and concise direction to ensure that the information
security policies, processes, and practices of the agencies are adequate. These criteria will be
incorporated into future revisions of OMB Circular A-130 (“Management of Federal Information
Resources™) and should be used in conjunction with previous OMB guidance on sound capital
planning and investment control in OMB Memorandum 97-02, “Funding Information Systems
Investments”’; OMB Memorandum 97-16, “Information Technology Architectures”; and
subsequent updates.



50

Security programs and controls implemented under this memorandum should be
consistent with the Computer Security Act, the Paperwork Reduction Act, the Clinger-Cohen
Act, and OMB Circular A-130. They should also be consistent with security guidance issued by
the National Institute of Standards and Technology (NIST). Security controls for national
security telecommunications and information systems should be implemented in accordance with
appropriate national security directives.

Principles

The principles outlined below will support more effective agency implementation of both
agency computer security and critical information infrastructure protection programs. In terms of
Federal information systems, critical infrastructure protection starts with an effort to prioritize
key systems (e.g., those that are most critical to agency operations). Once systems are
prioritized, agencies apply OMB policies and, for non-national security applications, NIST
guidance to achieve adequate security commensurate with the level of risk and magnitude of
likely harm.

Agencies should develop security programs and incorporate security and privacy into
information systems with attention to the following principles:

. Effective security is an essential element of all information systems.

. Effective privacy protections are essential to all information systems, especially those that
contain substantial amounts of personally identifiable information. The use of new
information technologies should sustain, and not erode, the privacy protections provided
in all statutes and policies relating to the collection, use, and disclosure of personal
information.

. The increase in efficiency and effectiveness that flows from the use of interconnected
computers and networks has been accompanied by increased risks and potential
magnitude of loss. The protection of Federal computer resources must be commensurate
with the risk of harm resulting from any misuse or unauthorized access to such systems
and the information flowing through them.

. Security risks and incidents must be managed in a way that complements and does not
unnecessarily impede agency business operations. By understanding risks and
implementing an appropriate level of cost-effective controls, agencies can reduce risk and
potential loss significantly.

. A strategy to manage security is essential. Such a strategy should be based on an ongoing
cycle of risk management and should be developed in coordination with and implemented
by agency program officials. It should identify significant risks, clearly establish
responsibility for reducing them, and ensure that risk management remains effective over
time.



51

. Agency program officials must understand the risk to systems under their control and
determine the acceptable level of risk, ensure that adequate security is maintained to
support and assist the programs under their control, and ensure that security controls
comport with program needs and appropriately accommodate operational necessities. In
addition, program officials should work in conjunction with Chief Information Officers
and other appropriate agency officials so that security measures support agency
information architectures.

Policy

Security should be built into and funded as part of the system architecture. Agencies
should make security’s role explicit in information technology investments and capital
programming. These actions are entirely consistent with and build upon the principles outlined
in OMB Memorandum 97-02. Accordingly, investments in the development of new or the
continued operation of existing information systems, both general support systems and major
applications, proposed for funding in the President’s budget must:

1. Be tied to the agency’s information architecture. Proposals should demonstrate that the
security controls for components, applications, and systems are consistent with and an integral
part of the information technology architecture of the agency.

2. Be well-planned, by:

a) Demonstrating that the costs of security controls are understood and are explicitly
incorporated in the life-cycle planning of the overall system in a manner consistent
with OMB guidance for capital programming.

b) Incorporating a security plan that discusses:

.

the rules of behavior for the system and the consequences for violating those
rules;

personnel and technical controls for the systemn;

methods for identifying, appropriately limiting, and controlling
interconnections with other systems and specific ways such limits will be
monitored and managed;

procedures for the on-going training of individuals that are permitted access to
the system;

procedures for the on-going monitoring of the effectiveness of security
controls;

procedures for reporting and sharing with appropriate agency and government
authorities indications of attempted and successful intrusions into agency
systems;

provisions for the continuity of support in the event of system disruption or
failure.
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3. Manage risks, by:

a) Demonstrating specific methods used to ensure that risks and the potential for loss are
understood and continually assessed, that steps are taken to maintain risk at an
acceptable level, and that procedures are in place to ensure that controls are
implemented effectively and remain effective over time.

b) Demonstrating specific methods used to ensure that the security controls are
commensurate with the risk and magnitude of harm that may result from the loss,
misuse, or unavthorized access to or modification of the system itself or the
information it manages.

c) Identifying additional security controls that are necessary to minimize risks to and
potential loss from those systems that promote or permit public access, other
externally accessible systems, and those systems that are interconnected with systems
over which program officials have little or no control.

4. Protect privacy and confidentiality. by:

a) Deploying effective security controls and authentication tools consistent with the
protection of privacy, such as public-key based digital signatures, for those systems
that promote or permit public access.

b) Ensuring that the handling of personal information is consistent with relevant
government-wide and agency policies, such as privacy statements on the agency’s
web sites.

5. Account for departures from NIST Guidance. For non-national security applications, to
ensure the use of risk-based cost-effective security controls, describe each occasion when
employing standards and guidance that are more stringent than those promulgated by the
National Institute for Standards and Technology.

In general, OMB- will consider new or continued funding only for those system
investments that satisfy these criteria and will consider funding information technology
investments only upon demonstration that existing agency systems meet these criteria. Agencies
should begin now to identify any existing systems that do not meet these decision criteria. They
should then work with their OMB representatives to arrive at a reasonable process and timetable
to bring such systems into compliance. Agencies should begin with externally accessible
systems and those interconnected systems that are critical to agency operations. OMB staff are
available to work with you if you or your staff have questions or need further assistance in

. meeting these requirements.
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WHITE PAPER
The Clinton Administration’s Policy on
Critical Infrastructure Protection:
Presidential Decision Directive 63
May 22, 1998

This White Paper explains key elements of the Clinton Administration’s policy on critical
infrastructure protection. It is intended for dissemination to all interested parties in both the
private and public sectors. It will also be nsed in U.S. Government professional education
institytions, such as the National Defense University and the National Foreign Affairs Training
Center, for coursework and exercises on interagency practices and procedures. Wide
dissemination of this unclassified White Paper is encouraged by all agencies of the U.S.
Government.

1. A Growing Potential Vulnerability

The United States possesses both the world’s strongest military and its largest national economy.
Those two aspects of our power are mutually reinforcing and dependent. They are also
increasingly reliant upon certain critical infrastructures and upon cyber-based information
systems.

Critical infrastructures are those physical and cyber-based systems essential to the minimum
operations of the economy and government. They include, but are not limited to,
telecommunications, energy, banking and finance, transportation, water systems and emergency
services, both governmental and private. Many of the nation’s critical infrastructures have
historically been physically and logically separate systems that had little interdependence. Asa
result of advances in information technology and the necessity of improved efficiency, however,
these infrastructures have become increasingly automated and interlinked. These same advances
have created new vulnerabilities to equipment failures, homan error, weather and other natural
causes, and physical and cyber attacks. Addressing these vulnerabilities will necessarily require
flexible, evolutionary approaches that span both the public and private sectors, and protect both
domestic and international security.

Because of our military strength, futore enemies, whether nations, groups or individuals, may
seek o harm us in non-traditional ways including attacks within the United States. Our economy
is increasingly reliant upon interdependent and cyber-supported infrastructures and non-
traditional attacks on our infrastructure and information systems may be capable of significantly
harming both our military power and our economy.

[I. President’s Intent

It has long been the policy of the United States to assure the continuity and viability of critical
infrastructures. President Clinton intends that the United States will take all necessary measures
to swiftly eliminate any significant vulnerability to both physical and cyber attacks on our critical
infrastructures, including especially our cyber systems.



55

No later than the year 2000, the United States shall have achieved an initial operating capability
and no later than five years from the day the President signed Presidential Decision Directive 63
the United States shall have achieved and shall maintain the ability to protect our nation’s critical
infrastructures from intentional acts that would significantly diminish the abilities of:

® the Federal Government to perform essential national security missions and to ensure the
general public health and safety;

s state and local governments to maintain order and to deliver minimum essential pablic
services;

® the private sector to ensure the orderly functioning of the economy and the delivery of
essential telecommunications, energy, financial and transportation services.

Any interruptions or manipulations of these critical functions must be brief, infrequent,
manageable, geographically isolated and minimally detrimental to the welfare of the United
States.

IV. A Public-Private Partnership to Reduce Vulnerability

Since the targets of attacks on our critical infrastructure would likely include both facilities in the
economy and those in the government, the elimination of our potential vulnerability requires a
closely coordinated effort of both the public and the private sector. To succeed, this partnership
must be genuine, mutual and cooperative. In seeking to meet our national goal to eliminate the
vulnerabilities of our critical infrastructure, therefore, the U.S. government should, to the extent
feasible, seek to avoid outcomes that increase govemment regulation or expand unfunded
government mandates to the private sector.

For each of the major sectors of our economy that are vulnerable to infrastructure attack, the
Federal Government will appoint from a designated Lead Agency a senior officer of that agency
as the Sector Liaison Official to work with the private sector. Sector Liaison Officials, after
discussions and coordination with private sector entities of their infrastructare sector, will
identify a private sector counterpart (Sector Coordinator) to represent their sector.

Together these two individuals and the departments and corporations they represent shail
contribute to a sectoral National Infrastructure Assurance Plan by:

® assessing the vulnerabilities of the sector to cyber or physical attacks;
¢ reccommending a plan to eliminate significant vulnerabilities;

® proposing a system for identifying and preventing attempted major attacks;

=2
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® developing a plan for alerting, containing and rebuffing an attack in progress and then, in
coordination with FEMA as appropriate, rapidly reconstituting minimum essential
capabilities in the aftermath of an attack.

During the preparation of the sectoral plans, the National Coordinator (see section VI}, in
conjunction with the Lead Agency Sector Liaison Officials and a representative from the
National Economic Council, shall ensure their overall coordination and the integration of the
various sectoral plans, with a particular focus on interdependencies.

V. Guidelines

In addressing this potential vulnerability and the means of eliminating it, President Clinton wants
those involved to be mindful of the following general principles and concerns.

® 'We shall consult with, and seek input from, the Congress on approaches and programs to
meet the objectives set forth in this directive.

® The protection of our critical infrastructures is necessarily a shared responsibility and
partnership between owners, operators and the government. Furthermore, the Federal
Government shall encourage international cooperation to help manage this increasingly
global problem.

® Frequent assessments shall be made of our critical infrastructures’ existing reliability,
vulnerability and threat environment because, as technology and the nature of the threats to
our critical infrastructures will continue to change rapidly, so rust our protective measures
and responses be robustly adaptive. :

® The incentives that the market provides are the first choice for addressing the problem of
critical infrastructure protection; regulation will be used only in the face of a material failure
of the market to protect the health, safety or well-being of the American people. Insuch
cases, agencies shall identify and assess available alternatives to direct regulation, including
providing economic incentives to encourage the desired behavior, or providing information
upon which choices can be made by the private sector. These incentives, along with other
actions, shall be designed to help harness the latest technologies, bring about global solutions
to international problems, and enable private sector owners and operators to achieve and
maintain the maximum feasible security.

The full authorities, capabilities and resources of the government, including law enforcement,
regulation, foreign intelligence and defense preparedness shall be available, as appropriate, to
ensure that critical infrastructure protection is achieved and maintained.

Care must be taken to respect privacy rights. Consumers and operators must have confidence
that information will be handled accurately, confidentially and reliably.
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The Federal Government shall, through its research, development and procurement,
encourage the introduction of increasingly capable methaods of infrastructure protection.

The Federal Government shall serve as a model to the private sector on how infrastructure
assurance is best achieved and shall, to the extent feasible, distribute the results of its
endeavors.

We must focus on preventative measures as well as threat and crisis management. To that
end, private sector owners and operators should be encouraged to provide maximum feasible
security for the infrastructures they countrol and to provide the government necessary
information to assist them in that task. In order to engage the private sector fully, it is
preferred that participation by owners and operators in a national infrastructure protection
system be voluntary.

Close cooperation and coordination with state and local governments and first responders is
essential for a robust and flexible infrastructure protection program. All critical
infrastructure protection plans and actions shall take into consideration the needs, activities
and responsibilities of state and local governments and first responders.

V1. Structure and Organization

The Federal Government will be organized for the purposes of this endeavor around four
components {elaborated in Annex A).

1.

Lead Agencies for Sector Linison: For each infrastructure sector that could be a targes for
significant cyber or physical attacks, there will be a single U.S. Government department
which will serve as the lead agency for liaison. Each Lead Agency will designate one
individual of Assistant Secretary rank or higher to be the Sector Liaison Official for that
area and to cooperate with the private sector representatives (Sector Coordinators) in
addressing problems related to critical infrastructure protection and, in particular, in
reconunending corponents of the National Infrastructure Assurance Plan. Together, the
Lead Agency and the private sector counterparts will develop and implement a
Vaulnerability Awareness and Education Program for their sector.

Lead Agencies for Special Functions: There are, in addition, certain functions related to
critical infrastructure protection that must be chiefly performed by the Federal Government
(national defense, foreign affairs, intelligence, law enforcement). For each of those special
functions, there shall be a Lead Agency which will be respoasible for coordinating all of
the activities of the United States Government in that area. Each lead agency will appoint
a sentor officer of Assistant Secretary rank or higher to serve as the Functional Coordinator
for that function for the Federal Government.

the Lead Agencies, as well as representatives from other relevant departments and
agencies, including the National Economic Council, will meet to coordinate the
implementation of this directive under the auspices of a Critical Infrastructure



58

Coordination Group {CICG), chaired by the National Coordinator for Security,
Infrastructure Protection and Counter-Terrorism. The National Coordinator will be
appointed by and report to the President through the Assistant to the President for National
Security Affairs, who shall assure appropriate coordination with the Assistant to the
President for Economic Affairs. Agency representatives to the CICG should be at a senior
policy level (Assistant Secretary or higher). Where appropriate, the CICG will be assisted
by extant policy structures, such as the Security Policy Board, Security Policy Forum and
the National Security and Telecommunications and Information System Security
Committee.

4. National Infrastructure Assurance Council: On the recommendation of the Lead Agencies,
the National Economic Council and the National Coordinator, the President will appoint a
panel of major infrastructure providers and state and local government officials to serve as
the National Infrastructure Assurance Council. The President will appoint the Chairman.
The National Coordinator will serve as the Council’s Excecutive Director. The National
Infrastructure Assurance Council will meet periodically to enhance the partnership of the
public and private sectors in protecting our critical infrastructures and will provide reports
to the President as appropriate. Senior Federal Government officials will participate in the
meetings of the National Infrastructure Assurance Council as appropriate.

VIl Protecting Federal Government Critical Infrastructures

Every department and agency of the Federal Governrnent shall be responsible for protecting its
own critical infrastructure, especially its cyber-based systems. Every department and agency
Chief Information Officer (CIO) shall be responsible for information assurance. Every
department and agency shall appoint a Chief Infrastructure Assurance Officer (CIAO) who shall
be responsible for the protection of all of the other aspects of that department’s critical
infrastructure. The CHO may be double-hatted as the CIAO at the discretion of the individual
department. These officials shall establish procedures for obtaining expedient and valid
authorizations to allow vulnerability assessments to be performed on government computer and
physical systems. The Department of Justice shall establish legal guidelines for providing for
such authorizations.

No later than 180 days from issuance of this directive, every department and agency shall
develop a plan for protecting its own critical infrastructure, including but not limited to its cyber-
based systems. The National Coordinator shall be responsible for coordinating analyses required
by the departments and agencies of inter-governmental dependencies and the mitigation of those
dependencies. The Critical Infrastructure Coordination Group (CICG) shall sponsor an expert
review process for those plans. No later than two years from today, those plans shall have been
implemented and shall be updated every two years. In meeting this schedule, the Federal
Government shall present a model to the private sector on how best to protect critical
infrastructure.

wn
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VI Tasks

Within 180 days, the Principals Committee should submit to the President a schedule for
completion of a National Infrastructure Assurance Plan with milestones for accomplishing the
following subordinate and related tasks.

1. Vulnerability Analyses: For each sector of the economy and each sector of the government
that might be a target of infrastructure attack intended to significantly damage the United
States, there shall be an initial vulnerability assessment, followed by periodic updates. As
appropriate, these assessments shall also include the determination of the minimum
essential infrastructure in each sector.

[

Remedial Plan: Based upon the velnerability assessment, there shall be a recommended
remedial plan. The plan shall identify tiroelines for implementation, responsibilities and
funding.

3. Warning: A national center to warn of significant infrastructure attacks will be established
immediately (see Annex A). As soon thereafter as possible, we will put in place an
enhanced system for detecting and analyzing such attacks, with maximum possible
participation of the private sector.
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Programs within both the government and the private sector to sensitize people regarding
the importance of security and to train them in security standards, particularly regarding
cyber systems.

7.  Research and Development: Federally-sponsored research and development in support of
infrastructure protection shall be coordinated, be subject to multi-year planning, take into
account private sector research, and be adequately funded to minimize our vulnerabilities
on a rapid but achievable timetable.

8. Intelligence: The Intelligence Community shall develop and implement a plan for
enhancing collection and analysis of the foreign threat to our national infrastructure, to
include bur not be limited to the foreign cyber/information warfare threat.

infrastructure protection with like-minded and friendly nations, international organizations
and mulinational corporations.
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10. Legislative and Budgetary Requirements: There shall be an evaluation of the executive
branch’s legislative authorities and budgetary priorities regarding critical infrastructure,
and ameliorative recommendations shall be made to the President as necessary. The
evaluations and recommendations, if any, shall be coordinated with the Director of OMB.

The CICG shall also review and schedule the taskings listed in Annex B.
IX. Implementation

In addition to the 180-day report, the National Coordinator, working with the National Econornic
Council, shall provide an annual report on the implementation of this directive to the President
and the heads of departments and agencies, through the Assistant to the President for National
Security Affairs. The report should include an updated threat assessment, a status report on
achieving the milestones identified for the National Plan and additional policy, legislative and
budgetary recommendations. The evaluations and recommendations, if any, shall be coordinated
with the Director of OMB. In addition, following the establishment of an initial operating
capability in the year 2000, the National Coordinator shall conduct a zero-based review.
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Annex A: Structure and Qrganization

Lead Agencies: Clear accountability within the U.S. Government must be designated for
specific sectors and functions. The following assignments of responsibility will apply.

Lead Agencies for Sector Liaison:

Commerce Information and communications
Treasury Banking and finance
EPA Water supply
Transportation Aviation
Highways (including trucking and intelligent
transportation systerms)
Mass transit
Pipelines
Rail
Waterborne commerce
Justice/FBI Emergency law enforcement services
FEMA Emergency fire service

Continuity of government services

HHS Public health services, including prevention, surveillance,
laboratory services and personal health services

Energy Electric power
Oil and gas production and storage

Lead Agencies for Special Functions:

Justice/FBI ‘ Law enforcement and internal security
CIA Foreign intelligence

State Foreign affairs

Defense National defense

In addition, OSTP shall be responsible for coordinating research and development agendas and
programs for the government through the National Science and Technology Council.
Furthermore, while Commerce is the lead agency for information and communication, the
Department of Defense will retain its Executive Agent responsibilities for the National
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Communications System and support of the President’s National Security Telecommunications
Advisory Committee.

National Coordinator: The National Coordinator for Security, Infrastructure Protection and
Counter-Terrorism shall be responsible for coordinating the implementation of this directive.
The National Coordinator will report to the President through the Assistant to the President for
National Security Affairs, The National Coordinator will also participate as a full member of
Deputies or Principals Committee meetings when they meet to consider infrastructure issues.
Although the National Coordinator will not direct Departments and Agencies, he or she will
ensure interagency coordination for policy development and implementation, and will review
crisis activities concerning infrastructure events with significant foreign involvement. The
National Coordinator will provide advice, in the context of the established annual budget
process, regarding agency budgets for critical infrastructure protection. The National
Coordinator will chair the Critical Infrastructure Coordination Group (CICG), reporting to the
Deputies Committee {or, at the call of its chair, the Principals Committee). The Sector Liaison
Officials and Special Function Coordinators shall attend the CICG’s meetings. Departments and
agencies shall each appoint to the CICG a senior official (Assistant Secretary level or higher)
who will regularly attend its meetings. The National Security Advisor shall appoint a Senior
Director for Infrastructure Protection on the NSC staff.

A National Plan Coordination (NPC) staff will be contributed on a non-reimbursable basis by the
departments and agencies, consistent with law. The NPC staff will integrate the various sector
plans into a National Infrastructure Assurance Plan and coordinate analyses of the U.S.
Government’s own dependencies on critical infrastructures. The NPC staff will also help
coordinate a national education and awareness program, and legislative and public affairs.

The Defensc Department shall continue to serve as Executive Agent for the Commission
Transition Office, which will form the basis of the NPC, during the remainder of FY98.
Beginning in FY99, the NPC shall be an office of the Commerce Department. The Office of
Personnel Management shall provide the necessary assistance in facilitating the NPC’s
operations. The NPC will terminate at the end of FY01, unless extended by Presidential
directive.

Warning and Information Centers

As part of a national warning and information sharing system, the President immediately
authorizes the FBI to expand its current organization to a full scale National Infrastructure
Protection Center (NIPC). This organization shall serve as a national critical infrastructure threat
assessment, warning, valnerability, and law enforcement investigation and response entity.
During the initial period of six to twelve months, the President also directs the National
Coordinator and the Sector Liaison Officials, working together with the Sector Coordinators, the
Special Function Coordinators and representatives from the National Economic Council, as
appropriate, to consult with owners and operators of the critical infrastructures to encourage the
creation of a private sector sharing and analysis center, as described below.
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National Infrastructure Protection Center (NIPC): The NIPC will include FBI, USSS, and other
investigators experienced in computer crimes and infrastructure protection, as well as
representatives detailed from the Department of Defense, the Intelligence Community and Lead
Agencies. It will be linked electronically to the rest of the Federal Government, including other
warning and operations centers, as well as any private sector sharing and analysis centers. Its
mission will include providing timely warnings of intentional threats, comprehensive analyses
and Jaw enforcement investigation and response.

All executive departments and agencies shall cooperate with the NIPC and provide such
assistance, information and advice that the NIPC may request, to the extent permitted by law.
All executive departments shall also share with the NIPC information abous threats and warning
of attacks and about actual attacks on critical government and private sector infrastructuses, to
the extent permitted by law. The NIPC will include elements responsible for warning, analysis,
computer investigation, coordinating emergency response, training, outreach and development
and application of technical tools. In addition, it will establish its own relations directly with
others in the private sector and with any information sharing and analysis entity that the private
sector may create, such as the Information Sharing and Analysis Center described below,

The NIPC, in conjunction with the information originating agency, will sanitize law enforcement
and intelligence information for inclusion into analyses and reports that it will provide, in
appropriate form, to relevant federal, state and local agencies; the relevant owners and operators
of critical infrastructures; and to any private sector information sharing and analysis entity.
Before disseminating national security or other information that originated from the intelligence
community, the NIPC will coordinate fully with the intelligence community through existing
procedures. Whether as sanitized or unsanitized reports, the NIPC will issue attack warnings or
alerts to increases in threat condition to any private sector information sharing and analysis entity
and to the owners and operators. These warnings may also include guidance regarding
additional protection measures to be taken by owners and operators. Except in extreme
emergencies, the NIPC shall coordinate with the National Coordinator before issuing public
warnings of imminent attacks by international terrorists, {oreign states or other malevolent
foreign powers.

The NIPC will provide a national focal point for gathering information on threats to the
infrastructures. Additionally, the NIPC will provide the principal means of facilitating and
coordinating the Federal Government’s response to an incident, mitigating attacks, investigating
threats and monitoring reconstitution efforts. Depending on the nature and level of a foreign
threat/attack, protocols established between special function agencies (DOJ/DOD/CIA), and the
ultimate decision of the President, the NIPC may be placed in a direct support role to either DOD
or the Intelligence Community.

Information Sharing and Analysis Center (ISAC): The National Coordinator, working with
Sector Coordinators, Sector Liaison Officials and the National Economic Council, shall consult
with owners and operators of the critical infrastructures to strongly encourage the creation of a
private sector information sharing and analysis center. The actual design and functions of the
center and its relation to the NIPC will be determined by the private sector, in consultation with
and with assistance from the Federal Government. Within 180 days of this directive, the
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National Coordinator, with the assistance of the CICG including the National Economic Council,
shall identify possible methods of providing federal assistance to facilitate the startup of an
ISAC.

Such a center could serve as the mechanism for gathering, analyzing, appropriately sanitizing
and disseminating private sector information to both industry and the NIPC. The center could
also gather, analyze and disseminate information from the NIPC for further distribution to the
private sector. While crucial to a successful government-industry partnership, this mechanism
for sharing important information about vulnerabilities, threats, intrusions and anomalies is not to
interfere with direct information exchanges between companies and the government.

As ultimately designed by private sector representatives, the ISAC may emulate particular
aspects of such institutions as the Centers for Disease Control and Prevention that have proved
highly effective, particularly its extensive interchanges with the private and non-federal sectors.
Under such a model, the ISAC would possess a large degree of technical focus and expertise and
non-regulatory and non-law enforcement missions. It would establish baseline statistics and
patterns on the various infrastructures, become a clearinghouse for information within and
among the various sectors, and provide a library for historical data to be used by the private
sector and, as deemed appropriate by the ISAC, by the government. Critical to the success of
such an institution would be its timeliness, accessibility, coordination, flexibility, utility and
acceptability.
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Annex B: Additional Taskings

Studies

The National Coordinator shall commission studies on the following subjects:

L ]

Liability issues arising from participation by private sector companies in the information
sharing process.

Existing legal impediments to information sharing, with an eye to proposals to remove these
impediments, including through the drafting of model codes in cooperation with the
American Legal Institute.

The necessity of document and information classification and the impact of such
classification on useful dissemination, as well as the methods and information systems by
which threat and vulnerability information can be shared securely while avoiding disclosure
or unacceptable risk of disclosure to those who will misuse it.

The improved protection, including secure dissemination and information handling systems,
of industry trade secrets and other confidential business data, law enforcement information
and evidentiary material, classified national security information, unclassified material
disclosing vulnerabilities of privately owned infrastructures and apparently innocuous
information that, in the aggregate, it is unwise to disclose.

The implications of sharing information with foreign entities where such sharing is deemed
necessary to the security of United States infrastructures.

The potential benefit to security standards of mandating, subsidizing, or otherwise assisting
in the provision of insurance for selected critical infrastructure providers and requiring
insurance tie-ins for foreign critical infrastructure providers hoping to do business with the
United States.

Public Outreach

In order to foster a climate of enhanced public sensitivity to the problem of infrastructure
protection, the following actions shall be taken:

The White House, under the oversight of the National Coordinator, together with the relevant
Cabinet agencies shall consider a series of conferences: (1) that will bring together national
leaders in the public and private sectors to propose programs to increase the commitment to
information security; (2) that convoke academic leaders from engineering, computer science,
business and law schools to review the status of education in information security and will
identify changes in the curricula and resources necessary 1o meet the national demand for
professionals in this field; (3) on the issues around computer ethics as these relate to the K
through 12 and general university populations.
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® The National Academy of Sciences and the National Academy of Engineering shall consider
a round table bringing together federal, state and local officials with industry and academic
leaders to develop national strategies for enhancing infrastructure security.

® The intelligence community and law enforcement shall expand existing programs for briefing
infrastructure owners and operators and senior government officials,

® The National Coordinator shall (1) establish a program for infrastructure assurance
simulations involving senior public and private officials, the reports of which might be
distributed as paxt of an awareness campaign; and (2} in coordination with the private sector,
launch a continuing national awareness campaign, emphasizing improving infrastructure
security. :

Internal Federal Government Actions

In order for the Federal Government to improve its infrastructure security, these immediate steps
shall be taken:

® The Department of Commerce, the General Services Administration, and the Department of
Defense shall assist federal agencies in the implementation of best practices for information
assurance within their individual agencies.

® The National Coordinator shall coordinate a review of existing federal, state and local bodies
charged with information assurance tasks, and provide recommendations on how these
institutions can cooperate most effectively,

®  All federal agencies shall make clear designations regarding who may authorize access to
their computer systems.

® The Intelligence Community shall elevate and formalize the priority for enhanced collection
and analysis of information on the foreign cyber/information warfare threat to our critical
infrastructure.

® The Federal Burean of Investigation, the Secret Service and other appropriate agencies shall:
(1) vigorously recruit undergraduate and graduate students with the relevant computer-related
technical skills for full-time employment as well as for part-time work with regional
computer crime squads; and (2) facilitate the hiring and retention of qualified personnel for
technical analysis and investigation involving cyber attacks.

® The Department of Transportation, in consultation with the Department of Defense, shall
undertake a thorough evaluation of the vulperability of the national transportation
infrastructure that relies on the Global Positioning System. This evaluation shall include
sponsoring an independent, integrated assessment of risks to civilian users of GPS-based
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systems, with a view to basing decisions on the ultimate architecture of the modernized NAS
on these evaluations,

The Federal Aviation Administration shall develop and implement a comprehensive National
Airspace System Security Program to protect the modernized NAS from information-based
and other disruptions and attacks. :

GSA shall identify large procurements (such as the new Federal Telecommunications
Systern, FIS 2000) related to infrastructure assurance, study whether the procurement
process reflects the importance of infrastructure protection and propose, if necessary,

revisions 1o the overall procurement process to do so.

OMB shall direct federal agencies to include assigned infrastructure assurance functions
within their Government Performance and Results Act strategic planning and performance
measurement framework.

The NSA, in accordance with its National Manager responsibilities in NSD-42, shall provide
assessments encompassing examinations of U.S. Government systems to interception and
exploitation; disseminate threat and vulnerability information; establish standards; conduct
research and development; and conduct issue security product evaluations.

Assisting the Private Sector

In order to assist the private sector in achieving and maintaining infrastructure security:

The National Coordinator and the National Infrastructure Assurance Council shall propose
and develop ways to encourage private industry to perform periodic risk assessments of
critical processes, including information and telecommunications systems.

The Department of Commerce and the Department of Defense shall work together, in
coordination with the private sector, to offer their expertise to private owners and operators
of critical infrastructure to develop security-refated best practice standards.

The Department of Justice and Department of the Treasury shall sponsor a comprehensive
study compiling demographics of computer crime, comparing state approaches to computer
crime and developing ways of deterring and responding to computer crime by juveniles.
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OFFICE OF MANAGEMENT AND
BUDGEY

A of Federal inf
Resources

AGENCY: Office of Management and
Budget, Executive Office of the
President.

ACTION: Revision of OMB Circular No.
A~130, Transmittal No. 3, Appendix III,
“Security of Federal Automated
Information Resources.”

SUMMARY: The Office of Management
and Budget {OMB] is revising Appendix
T, ""Security of Fedsral Information
Systems,” of Circular No. A~130,
“Mansgement of Federal Automated
Information Resources.”” This is the
third stage of planned revisions to
Circular A-130. Enactment of the
Information Technclogy Management
Reform Act of 1996 (Division E of the
National Defense Authorization Act for
Fiscal Year 1996) will require OMB to
issue additienal guidance on capital
planning, investment control, and the
management of information technology.
A plen for those revisions will be
announced in the Spring.

Transmittal 1 to Cirenlar A-130,
effective June 23, 1993, and published
on July 2, 1993 {58 FR 36068) addressed
the Information Management Policy
section of the Circular (Section 8a), as
well as Appendix I, “Federal Agency
Respoensibilities for Maintaining
Records About Individuals.” That
issuance dealt primarily with how the
Federal government manages its
information holdings, particularly
information exchange with the public.

Transmittal 2 te Circular A-~130,
effective July 15, 1994, and published
on July 23, 1994 (59 FR 37906}
add d agency 2 practices
for information systems and information
technology {Section 8b). That issuance
was intended to (1} promote agency
investments in information technology
that improve service delivery to the
public, reduce burden on the public,
and lower the cost of Federal programs
administration, and (2) encourage
agencies to use information technology
as & strateglc resource to improve
Federal work processes and
organization.

This Transmittal 3 is intended to
guide agencies in securing government
information resources as they
tncreasingly rely on an open and
interconnected National Information
infrastructure. It stresses

controls. Ameng other things, it requires
agencies to assure that risk-based rules
of behavior are established, that
employees are tained in them, and that
the rules are enforced. The revision also
integrates security into program and
mission goals, reduces the centralized
reporting of security plans, emphasizes
the management of risk rather than its
measurement, and revises government-
wide security responsibilities to be
consistent with the Computer Security
Act and the Paperwork Reduction Act of
1985,

This transmittal alse makes minor
technical revisions to Section 8
{"“Assignment of Responsibilities™] and
Section 10 {"Oversight”) to reflsct the
Paperwork Reduction Act of 1995 {Pub.
L. 104-13}. One substantive change has
been made to Appendix I in Section 3.a.
changing the annual requirement to
review recordkeeping practices,
training, violations, and notices 1o a
biennial review, in accordance with
other regular agency reviews not
required by statute. Several minor
changes have been made, none of which
are intended to be substantive. In
Section 2.c., a portion of the definition
of “nenfederal agency’’ which has been
inadvertently omitted has been added to
reflect the current practice in state-
federal matching programs, In Section
3.a, extraneous znd confusing language
referring to source or matching agencies
was removed because the provision
applies to any agency that participates
in a matching program. The example's
in 4.c.(1} were updated for clarity. Other
editorial and organizational changes
were made throughout the appendix.

Appendix IV has been changed to
include material from OMB
Memorandum M-95-22, “Implementing
the Information Dissemination
Provisions of the Paperwork Reduction
Act of 19957 (September 29, 1995), and
to delete some outdated or otherwise
already implemented guidance from the
discussion of Sections ¢ and 10.
ELECTRONIC AVAILABILITY: This docwment
is available on the OMB Home page of
Welcome to the White House World
Wide Web site (http://
www.whitehouse.gav) as htip/f
wiviyL.whitehouse.gov/AWhite-House!
EQP/OMB/html/omb-a130.htm]. This
document is also available on the
Internet via anonymous File Transfer
Protocel (FTP) from the National
Institute of Standards and Technology
(NIST) Computer Security Resource
Clearinghcuse at esre.ncshnist.gov as

controls, such as individual
responsibility, awareness and training,
and accountability, and explains how
they can be supported by technical

/pub/secpley/a130.txt {do not use any
capital letters in the file name) or via the
World Wide Web from http://
csre.ncslnist.gov/secpley as a130.txt.

Appendix LI, “Secwrity of Federal
Automated Information Resources™ can
be separately obtained as a130app3.axt,
The clearinghouse can also be reached
using dial-in access at 301-948-8717,
For those who do not have file transfer
capability, the document can be ’
retrieved via mail query by sending an
electronic mail message to
docserver@csre.ncslnist.gov with no
subject and with send a130.txt [or
2130app3.txt for only the security
appendix] as the first line of the body
of the message. Paper coples may also
be obtained by writing to the
Publications Office, Office of
Management and Budget, Room 2200
NEOB, Washington, D.C. 20503 orby
telephone at {202) 355-7332.

FOR FURTHER INFORMATION CONTACT:
Information Policy and Technology
Branch, Office of Information and
Regulatory Affairs, Office of
Managemsnt and Budget, Room 10236,
New Executive Office Building,
Washington, D.C. 20503. Telephone:
{202} 3§5-3785,

SUPPLEMENTARY {NFORMATION:

Since December 30, 1985, Appendix
Iil of Office of Management and Budget
{OMB] Circular No. A-130, “Security of
Federal Automated Information
Systerns,” has defined a minimum set of
controls for the security of Federal
automated information systems {50 FR
32730). That Appendix, end its
predecessor, T ittal Meng
No. 1 to OMB Circular No. A~71, {fuly
27, 1978}, defined controls that were
considered effective in a centralized
processing enviromment which ran
primarily custom-developed application
software,

Today’s computing environment is
significantly different. It is characterized
by open, widely distiibuted processing
systems which frequenily operate with,
commercial off-the-shelf software.
While effective use of information
technology often reduces risks to the
Federal program being administered
{e.g., risks from fraud or errors), the risk
to and vulnerability of Federal
information resources has increased.
Greater risks result fom increasing
quantities of valuable information being
committed to Federal systems, and from
agencies being critically dependent on
those systems to perform their missions,
Greater vulnerabilities exist because
virtually every Federal employee has
access to Federal systems, and because
these systems now interconnect with
outside systems.

In part because of these trends,
Congress enacted the Computer Security
Act of 1887 (Pub, L. 100-235). That Agt
requires agencies to improve the

&
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security of Federal computer systems,
plan for the security of sensitive
systems, and provide mandatory
awareness and training in sscurity for
all individuals with access to computer
systems.

To assist agencies in implementing
the Computer Security Act, OMB issued
Bulletin No. 8816, “Guidance for
Preparation and Submission of Security
Plans for Federal Computer Systems
Containing Sensitive Information” (July
6, 1988}, and OMB Bulletin No. 90-08,
“Guidance for Preparation of Security
Plans for Federal Computer Systems
that Contain Sensitive Information”
{July @, 1990). This revision of
Appendix I1I to OMB Circular A—130
incorporates and updates the policies
sst out in those Bulletins and
supersedes them.

‘The report of the National
Performance Review, “Creating a
Government that Works Detter & Costs
Less: Reengineering through
Information Technology” {(September
1993}, recommended that Circular A—
130 be revised to: {1) Require an
information security plan to be part of
each agency’s strategic information
technology (IT} plan; (2) require that if
computer security does not meet
established thresholds, it be identified
as a material weakness in the Federal
Managers’ Financial Integrity Act report;
(3) require awareness and training of
employses and contractors; (4) require
that agencies improve planning for
contingencies: and (5) establish and
employ formal emergency response
capabilities. Those recommendations
are incorporated in this revision.

Since its establishment by the
Computer Security Act, the Computer

- System Security and Privacy Advisery
Board has recommended changes in
Cireunlar A~130 to: {1} Requirs that
agencies establish cormputer emergency
response teams; and (2) link oversight of
Federal computer security activities
more closely to the oversight established
pursuant to the Federal Manager's
Financial Integrity Act {FMFIA), Public
Law 97-255. This revision incorporates
both of those recommendations.

Subsequent to issuance of Bulletin
9008, OMB, the National Institute of
Standards and Technology (NIST), and
the National Security Agency (NSA) met
with 28 Federal departments and
agencies to review their computer
security programs. In February 1993,
OMB, NIST and NSA issued a report
{*Observations of Agency Computer
Security Practices and Implementation
of OMB Bulletin No. 90~08") which
sumimarized those meetings and
proposed several changes in OMB
Ciroular A-130 as next steps to

improving the Federal compuler
security program. Those proposed
changes are incorporated in this
revision.

The revised Appendix clarifies the
relationship between requirements to
protect information classified pursuant
to an Executive Order and the
requirements in this Appendix. Where
an agency processes information which
is controlled for national security
reasons prrsuant to an Executive Order
or statute, security measures required by
appropriate directives should be
included in agency sysiems. Those
policies, procedures, and practices will
be coordinated with the U.S. Security
Policy Board as directed by the
President.

On May 22, 1995, the President
signed into law the Paperwork
Reduction Act of 1985, Public Law 104~
13. That Act, in 44 U.S.C. 3505 and
3508, requires agencies to establish
computer securily programs, and it tasks
OMB 1o develop and oversee the
implementation of policies, principles,
standards and guidelines on security. It
also requires Federal agencies to
identify and provide security protection
consistent with the Computer Socurity
Act of 1987 (40 U.8.C. 759 note). This
revision is intended to implement those
OMB responsibilities.

C

on the Proposed Appendi

On April 3, 1995, the revised
Appendix was proposed for public
comment (60 FR 16970). It was also sent
directly to Federal agencies for
comment and made available for
comment via the Internet. Thirty-two
comments were teceived. The -
comments supported the approach
proposed in the revised Appendix. They
also made a number of suggestions to
improve it. The principal issues raised
in comuments and our response to them
are set forth below.

1. Most of the comments stated that
the preamble accompanying the
proposed Appendix was useful in their
understanding of the Appendix itself.
They suggested that the information in
the preamble be incorporated in the
final Appendix for improved future
understanding.

‘We agree with this suggestion, and
have incarporated the preamble, as
revised to accommadate changes made
to the proposed Appendix, as part B of
the final Appendix.

2. Many comments suggested that the
terminology of the Appendix should be
more directive.

We generally agree with this
conument, and have changed part A of
the Appendix to be directive, while

leaving the descriptive material in part
B as explanatery.

3. A number of comiments noted that
there is a difference between making
individuals aware of security needs and
training them. They suggested that the
Appendix should clarify this distinction
and the requirements associated with
each.

We agree, and have made changes in
the Appendix and the descriptive
information in part B to clarify that the
requirements for training are consistent
with the Computer Security Act {i.e., for
increasing computer security awareness
and training in aceepted security
practice).

We have also added a clarification
that training for members of the public
who are given access to general support
systems should normally be
accomplished in the context of the
application to which they are given
access. As was pointed outin
comments, members of the public
should not be given direct access to
general support systems, except through
authorized use of an application. We
have also added descriptive languags In
part B to address the need to train
members of the public with access to
major applications.

4, Several camments raised a concern
about the proposed requirement to Hmit
access to systems until a new employee
has been trained in security
responsihilities. They suggested that
‘raining be required to be completed
within 2 certain amount of time after
access is granted (e.g., 60 days}.

We disagree. Understanding the
security requirements that are integral to
a system is a fundamental responsibility
of each individual who accesses the
systemn. It should not be delayed for
administrative convenience.
Furthermore, security training should be
included as part of general training in
use of the system for an employee,
Initial awareness and training need not
be accemplished through formal
classroom training; in some cases it may
be through interactive sessions of
reading well-written and
understandable rules. The critical factor
is for the initial and subsequent
awareness and training to be
commensurate with the risk and
magnitude of harm that could oceur,
Therefore, new employees can and
should be trained in their security
responsibilities before access is granted.
The final Appendix includes this
Tequirement.

5. Beveral comments expressed
congern about the proposed removal of
the requirement for agencies to prepare
formal risk analyses, They point out that
such analyses assist in identifying
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threats, vulnerabilities, and risks to a
system. They expressed a concern that
without such analyses it would be
difficult to convince senior management
of the need for security. Other
comments said that without xisk
analysis as the basis of decisions,
security measures will not be effective.
On the other hand, several comments
supported the removal of this
requirement, which they found not cost-
effective.

We agree that security measures must
be risk-based. The Computer Security
Act raquires that security controls be
commensurate with the risk and
magnitude of harm that could occur.
Implicit in that approach is a need to
assess the risk to each system. However,
glven the complexity and detail such
formal analyses often entail, a formal
risk analysis is not appropriate for every
system. Therefore, the Appendix does
not require that a formal risk analysis be
performed.

At the same time, risk assessment is
an essential element in ensuring
adequate security. NIST recently issued
a handbock, “An Introduction to
Computer Security: The NIST
Handbook” (March 16, 1995), which
contains guidance on computer security
risk management and provides a flexible
framework for performing meaningful
risk assessments. Part B references the
NIST handbook.

6. Several comments asked about the
relation between the rules of behavior
required in the Appendix and operating
policies prescribed in the NIST
Handbock. Other comments made
suggestions about the kind and scope of
rules that should be included in the
security plan.

We have added language to part B to
desaribe the kinds of rules we believe
are apprapriate and to clarify that rules
of behavior in the Appendix should be

tent with the syst pecific
policies described in the NIST
handbook.

7. Several comments raised a concern
about the effectiveness of reviews of
security controls unless they are
performed by independent reviewers,

An independent review can improve
the objectivity of the review, as well as
its value to top management in assessing
the need for carrective action.

particularly where a system supports a
high-risk agency function.

In addition, we understand that the
U.S. Genera! Accounting Office is
developing guidance which provides a
structured approach for performing
reviews. We have also revised the
Appendix to be consistent with OMB
Circular No. A~123, "Management
Accountability and Control” (June 21,
1995).

8. Several comments requested
additional guidance on enforcement of
the rules of behavior, sither from the
Department of Justice or the Office of
Personnel Management (OPM).

The presumption in requiring rules of
behavior is that they would be enforced
as are other dehavioral rules within an
agency. Therefore, we are not proposing
to have centzal guidance developed by
either Justice or OPM. However, we
expect that agencies will share their
various approaches through inter-
agency forums, such as the Computer
Security Program Managers’ Forum. We
have added a brief discussion of this
point to part B.

9. Several comments concerned the
protection of shared information and
requested that additional guidance be
provided. We have clarified our intent
in the discussion in part B.

10. One comment raised a concern
about the Appendix’s apparent
suberdination of technical controls to
management controls, While we are
stressing the importance of management
controls, we have added preamble
language to clarify that both typss of
contrels must be in place to be effective.

11. A number of comments raised a
concern about whether adequate
funding would be forthcoming to
implement the requirements of the
Appendix.

Implicit in issuing the Appendix is
our presumgtion that a system is created
and maintained with adequate security
or it should not be created or
maintained. Security costs should
therefore be factored into the normal
capital planning and investment
controls process for information
technology, consistent with the
information systems and information
technology management requirements
in Section 8b of this circular.

12. A number of comments concerned

Therefore, we have added | to
the discussion in part B of the Appendix
that clarifies that reviews of major
applications, because of their higher
risk, should be independent. We have
not, however, required that reviews of
sl general support systems be
independent. Nevertheless, given the
value of an independent review,
agencies may elect to use this approach,

the gover -wide role of the
Security Policy Board. Several favored
expanding that role, others propesed
that it be more limited. Still others said
the Appendix should be silent on
national security directives.

We have revised the language in the
Appendix to clarify the role of the
Security Policy Board regrading security
of information technology used to

process classified information, We have
also added language to the preamble
which clarifies that Circular No. A-130
and the Appendix exclude certain
mission critical systems, the so-called
“Warner systems” from coverage, and to
describe the Department of Defense’s
responsibilities pursuant to existing
Presidential directives. The Appendix
does not attempt to interpret the
language of the directives. Rather, it
clarifies that requirements issued
pursuant to those directives should be
used in place of the requirements of the
Appendix with respect 1o the protection
of classified information. The
discussion of national security
directives is included to assist in the
coordination of security activities
among various security communities.
Accordingly, Circular A~130 is
revised as set forth below.
Sally Katzen,
A -, Office of I
Regulatory Affairs.
Executive Office of the President

and

Office of Management and Budget
February 8, 1996.

Circular No. A—130, Revised {Transmittal
Memorandum No. 3)

Memorandum for Heads of Executive
Departments and Establishments

Suhject: Management of Federal
Information Resources.

Cireular No. A~130 provides uniform
govers ide in gt
management policies as required by the
Paperwork Reduction Act of 1880, as
amended by the Paperwork Reduction Act of
1895, 44 U.S.C. Chapter 35, This Transmittal
Memorandum contains updated guidance on
the “Security of Federal Automated
Information Systems,” Appendix 11T and
makes minor technical revisions to the
Circular to reflect the Paperwork Reduction
Act of 1995 (Pub. L. 104-13). The Circular is
reprinted in its entirety for convenience.
Alice M. Rivlin,
Director.
Attachment
Circular No. A-130 Revised {Transmittal
Memorandum No. 3)

Memorandum for Heads of Executive
Departments and Establishreents

Subject: Management of Federal
Information Resources.

1. Purpase: This Circular establishes policy
for the management of Federal information
resources, Procedural and analytic guidelines
for implementing specific aspects of these
policies are inchuded as appendices.

2. Rescissions: This Circular rescinds OMB
Circulars No, A-3, A-71, A-80, A~108, A—
114, snd A-121, and all Transmittal
Memoranda to those circulars,

3, Authorities: This Circular {5 issued

ursuant to the Paperwork Reduction Act
(PRA} of 1980, as amended by the Paperwork
Reduction Act of 1995 (44 U.8.C. Chapter
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35); the Privacy Act, as amended (5 U.S.C.
552a); the Chief Financial Officers Act {31
U.S.C. 3512 et seq.); the Federal Property and
Administrative Services Act, as amended (40

the agency, inter-agency services from other
Federal agencies, other services that are
provided by State and local governments,
and Judicial and Legislative branch

1.S.C. 759 and 487); the Comp Security
Act (40 U.S.C. 759 note); the Budget and
Accounting Act, as amended (31 U.S.C.
Chapter 11); Executive Order No. 12046 of
March 27, 1978; and Executive Order No.
12472 of April 3, 1984.

4. Applicability and Scope:

a. The policies in this Circular apply to the
information activities of all agencies of the
executive branch of the Federal government.

b. Information classified for national
security purposes should also be handled in
accordance with the appropriate national
security directives. National security
emergency preparedness activities should be
conducted in accordance with Executive
Order No. 12472.

5. Background: The Paperwork Reduction
Act establishes a broad mandate for agencies
to perform their information resources
management activities in an efficient,
effective, and economical manner. Ta assist

ies in an i d app hto
information resources management, the Act
requires that the Director of OMB develop
and implement uniform and consistent
information resources management policies;
oversee the development and promote the
use of information management principles,
standards, and guidelines; evaluate agency
information resources management practices
in order to determine their adequacy and
efficiency; and determine compliance of such
practices with the policies, principles,
standards, and guidelines promulgated by the
Director.

6. Definitions:

a. The term “agency” means any executive
department, military department,
government corperation, govermment
controlled corporation, or other
establishment in the executive branch of the
Federal government, or any independent
regulatary agency. Within the Executive
Office of the President, the term includes
only OMB and the Office of Administration.

b. The term “audiovisual production”
means a unified presentation, developed
according to a plan or script, containing
visual imagery, sound or both, and used to
convey information.

c. The term *“dissemination” means the
government initiated distribution of
information to the public. Not considered
dissemination within the meaning of this
Circular is distribution limited to government
employees or agency contractors or grantees,
intra- or inter-agency use or sharing of
government information, and responses to
requests for agency records under the
Freedom of Information Act (5 U.S.C. 552) or
Privacy Act.

d. The term “full costs,” when applied to
the expenses incurred in the operation of an
information processing service organization
{IPS0), is comprised of all direct, indirect,
general, and administrative costs incurred in
the operation of an IPSQ. These costs
include, but are not limited to, personnel,
equipment, software, supplies, contracted
services from private sector providers, space
occupancy, intra-agency services from within

e. The term “government information”
means information created, collected,
processed, disseminated, or disposed of by or
for the Federal Government.

f. The term *government publication”
means information which is published as an
individual document at government expense,
or as required by law. (44 U.S.C. 1901)

g The term “information” means any
communication or representation of
knowledge such as facts, data, or opinions in
any medium or form, including textual,
numerical, graphic, cartographic, narrative,
or audiovisual forms.

h. The term “information dissemination
product” means any book, paper, map,
machine-readable material, audiovisual
production, or other documentary material,
regardless of physical form or characteristic,
disseminated by an agency to the public.

i. The term *“‘information life cycle” means
the stages through which information passes,
typically characterized as creation or
collection, processing, dissemination, use,
storage, and disposition.

j- The term “information management”
means the planning, budgeting,
manipulating, and controlling of information
throughout its life cycle.

k. The term “information resources’
includes both government information and
information technology.

L The term “information processing
services organization” (IPSQ) means a
discrete set of personnel, information
technology, and support equipment with the
primary function of providing services to
more than one agency on a rei. i

automatic data processing and
telecommunications activities related to
certain critical national security missions, as
defined in 44 U.S.C. 3502(2) and 10 U.S.C.
2315, are excluded.

q. The term *major information system”
means an information system that requires
special management attention because of its
importance to an agency mission; its high
devel t, operating, or
costs; or its significant role in the
administration of agency programs, finances,
property, or other resources.

r. The term “records” means all books,
papers, maps, photographs, machine-
readable materials, or other documentary
materials, regardless of physical form or
characteristics, made or received by an
agency of the United States Government
under Federal law or in connection with the
transaction of public business and preserved
or appropriate for preservation by that agency
or its legitimate successor as evidence of the
organization, functions, policies, decisions,
procedures, operations, or other activities of
the government or because of the
informational value of the data in them.
Library and museum material made or
acquired and preserved solely for reference
or exhibition purposes, extra copies of
documents preserved only for convenience of
reference, and stocks of publications and of
processed documents are not included. {44
U.8.C. 3301)

s. The term “records management”’ means
the planning, controlling, directing,
organizing, training, promoting, and other
managerial activities involved with respect to
records creation, records maintenance and
use, and records disposition in order to
achieve adequate and proper documentation
of the policies and transactions of the Federal
Government and effective and economical

basis.

m. The term “information resources
management” means the process of managing
information resources to accomplish agency
missions. The term encompasses both
information itself and the related resources,
such as personnel, equipment, funds, and
information technology.

n. The term “‘information system” means a
discrete set of information resources
organized for the collection, processing,
maintenance, transmission, and
dissemination of information, in accordance
with defined procedures, whether automated
or manual.

©o. The term “information system life cycle”
means the phases through which an
information system passes, typically
characterized as initiation, development,
operation, and termination.

p- The term “information technology”
means the hardware and software operated
by a Federal agency or by a contractor of a
Federal agency or other organization that
processes information on behalf of the
Federal government to accomplish a Federal
function, regardless of the technology
involved, whether computers,
telecommunications, or others. It includes
automatic data processing equipment as that
term is defined in Section 111{a)(2)} of the
Federal Property and Administrative Services
Act of 1949. For the purposes of this Circular,

of agency operations. (44 U.S.C.
2901(2)) .

t. The term “service recipient” means an
agency organizational unit, programmatic
entity, or chargeable account that receives
information processing services from an
information processing service organization
(IPSQ). A service recipient may be either
internal or external to the organization
responsible for providing information
resources services, but normally does not
report either to the manager or director of the
IPSQ or to the same immediate supervisor.

7. Basic Considerations and Assumptions:

a. The Federal Government is the largest
single producer, collector, consurner, and
disseminator of information in the United
States. Because of the extent of the
government’s information activities, and the
dependence of those activities upon public
cooperation, the management of Federal
information resources is an issue of
continuing importance to all Federal
agencies, State and local governments, and
the public.

b. Government information is a valuable
national resource. It provides the public with
knowledge of the government, society, and
economy—past, present, and future. It is a
means te ensure the accountability of
government, to manage the government’s
operations, to maintain the heaithy
performance of the economy, and is itself a
commodity in the marketplace.
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. The five flow of information between the
goverament and the public is essential to 2
democratic society. It is also essential that
the gevernmant minimize the Federal
paperwork burden on the public, minimize
the cost of Its Information activities, and

the of go

Tamment
information.

d. In order to minimize the cost and
masimize the nsefulpess of government
information, the expected public and private

©. The application of up-to-date
information techmology presents
opportunities to promate fundamenta)
changes in agency structures, work processes,
and ways cf interacting with the public that
improve the effectiveness and officiency of
Federal agencies

The

burden on the public, increase efficiency of
governinent programs, reduce costs to the
government and the public, and/or provide
bsner service to the public. Conditions
avorable to electrenic collection include:
(a) The information collection seeks a large
velume of data and/or reaches s large

riimen
information i dwersa media, including
electronic formsts, permits agencies and the
public greater flexib in using the

bexefits derived fom governr
information should exceed the pubhc and

formati
q ?adsra] managers with progmm delivery
shay Id

privaie sosts of the
that the benefits to be detived from
govemnment information may ot always be
quantifiable.

of i

proportion of the public:
(b} The information collection recurs
frequently;
{c) The structure, format, and/or definition
ofthe i ion sought by the §
cellection does not c‘xanﬁe significantly over
several years;
. (d) The sgency routinsly converts the
Jon colected to ic format:

to mission p

8 Policy

. The natjon can denedt from
information disseminated both by Pederal
acenctss and by diverse nonfederal pames.

fuding State and locsl governmy
agencies. educational and other nat- fcr profit

Policy:

(1) Infarmation Management Planning.
Agencies shail plan in an iniegrated manner
for managing information throughout Hs life
cycle. Agencies shall:

(a) Consider, at each stage of the

institutions, and for- pmf‘t organizations.

£ Because the public d of
government tnformation is essential to the
operaticn of & democracy, the managsment of
Federal information resources should protect
the public's right of agoess (0 government
information.

g The individual’s right to privacy must be
pratected in Federal Goverpment information
activities iavolving personal information.

ks

life cycle, the effacts of decisions
and actions on other stagas of the Iife cycle,
particularly those concerning information
dissemination;

(b} Consider the effects of thekr actions on
members of the public and ensure
consultatien with the public as appropriate;

{c) Consider the sffects of thair actions on
State and iocal governments snd ensure

;. Systematic to the
of government records is an essential
companent of scund public rescurces
menagement which ensures pablic
accountability. Together with records
preservation, it protects the government’s
historical record and guards the legal and
financial rights of the government snd the
public.

i Agency strategic planning can improve
the i The

P
Ticati of\nfnrmamn should

=uppo:’z an-agency’s strategic plan to Rulfill its
mission. The lntegration of IRM planning
with agency strategic planning prometes the
appropriate appiication of Federal
information resources.

}- Because State and local governments are
important producers of government
information for many areas such as health,

{e] A substantial number of the affected
public ares known to have ready access to the
necessary information terhnoioayand 0
waintain the information in cleckonic form;

{f) Convession to electronic reporting, if
mandatory, will not impose substantisl costs
or ather adverse effects on the public,
especially State and local governments and
small business entities.

(4) Records Menegernent, Agencies shall:

{a} Ensure that records management

programs provids adequate and proper
documentation of agency activities:

{b) Ensure the ability t access records
regardless of form or medium:

{c} In a timely fashion, establish, and
obtain the approval of the Archivist of the

Uniied States for, retention schedules fox
ords; and
{d) Provide training and guidance as

with those £5 95
appropriate; 3
@ Seek to satisfy new information needs Federal re
throug] ar intergovs

sharmg of information, or throudh
commercial sources, where appropriate,
‘before creating or collecting new informat

ap! to all agency officiels and

employess and contractors regarding their

Federal records management :espcns:bnht:es
{

{e} Integrate planning for information
systems with p)ans for resource =Hoca ton

Jormation to the Public.
Agencies hw? a responsibility to provxde
to the public consistent with

and use, incl fsition,

their mlsszons Agencies shall discharge this

and use of § hnol

{f} Train }in skills to
management of in *ormatimn.

{g} Protect et

y:
( } g information, as required by
law. des& ibing agency organization,

commensurate with the nsk and megnitude
of harm that could result from the loss,
misuse, or unauthorized access to or
modification of such information;
{k} Use voluntary standards and Federal
P where

mestings, systems of
reco:ds and other information holdings, and
how the public may gain access to agency
information resources;

{b] Providing access to agency records
under provisions of the Freedom of

social welfare, laber, p ion, ans
education, the Federal Government must
cooperate with these governmente in the

propriate or required;
{1} Consider the effects of their actions on.
the privacy rights of individuals, snd 2nsure

nformation Act and the Privacy Acl, subjeat
t the protections and Hmitations provided
for in these Acts;

{c) Providing such other information as is
necessary o appropriate for the proper
performancs of agency functions; and

d) In i whether and how

of information 3 that appro priate }egai and technical
k. The open and efficient of i
and {u l\ewxd gm.st,n'e, and make acces:
informatis u,squectto licable national ficient information lo ensure the
security controls and the i rights of and ity of agency

athers, fosters excellence in seientific
research and effective use of Federal research
and development funds.

1. Infarmation technology isnot an end in
itself. It is one set of resources [bat can

programs, and o protect the legal and
finenctal rights of the Federal Government;
(k) Incorporate records management and
archival functions into the design,
) b 8

disseminate information to the public,
agencies shall:

(i) Disseminate information in & manner
that achieves the best balsnce between the
goals af maximizing the usefulness of the
information and minimizing the cost to the

and of

improve the effectiveness and i of
Federal program delivery,

m. Federal Government information
resources management policies and activitiss
can aifest, and e aflected by, the iaformation
policies and activities of other nahom.

0. Users of Federal infor

information systerns:
{1} Provide for pablic access to records
where required or appropricte.
(2} Information Cotlection. Agencies shall
collect or create only that information
S for the proper
agency jons and which has pmcnc

must have skills, knowledge. ami tmmmg o
manage information resousces, coabling the
Fedaral gavernment to effectively serve the
public through automated means,

utility,
(3} Electronic Collecti

government and the publie:
(i
products on equitable and timely terms;
un) Take advantage of all dxssemma(m‘l
is. Federal and
Slate and loval governments, libraries and
private sector entities, in dlschaxgme agenty
Hties;
xv) Help the public locale government
by or fnr he agency.

i "

Agencies shall use electronic collection
technigues where sush tachnigques reduce

(6) Inf ion Di
System, Agencies shall mamtam and
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implement & mansgement gystem for all
information dissemination products which
shall. at a mi 3

{a} Assure that mformauon cissemination
products are necessary for proper

pesformance of sgency functions {44 US.C.
1108
{b} Consider whether an information

d1s>emmahcn product avz:lable from other

benefit of a specific identifiable group
beyond the benefit 1o the general public;
(iif) Where the agency p}ane to establish
bl charges st jess than cost of
becanse ofa d

& benefit-cost analysis for each information
system:

(i} Atz lovel of detalt appropriate to the
size of the investment:

that higher charges would constitute a
significant barriet to properly performing the
agency’s fanctions, including wsaching
members of the public whom the agency has

Federal ot sources is egs o
an agency information d1ssemmauon producl

a bility to inform or
(iv) Where the Director of OMB determines

and bly falfills the

inventories of
all agency information dissemination
product:

) Develon such other aids to locating
agsney mformauan disseraination pruducts
including cataiogs and directories, as may
reasenably achieve agency inforation
disssmination objectives:

{2} Identify in information dissemination
products the source of the information, if
from anothet agency:

(B Exsuce that members of the public with
disabilities whom the agency hesa
rgsponsibility to inform have a reasorable
ability to access the information
dissemination products;

{5} Ensure that government publications
are made availakle to depository libraries
through the facilities of the Government
Printing Office. as required by law {44 U.S.C.
Pant 19];

an
8} Eleuron.c Informanon Dissemination.

Agencies shall use slecironic media and
foymats, including public networks, as
sppropriate and within biadgetary

onstraiats, in order to make government
information moze easily zccessible and vesful
to the public. The use of elegt media

¢

descr] ec in OMB Circular No, A-94,
“Guidelines and Discount Rates for Ben=ﬁt~

Cost Anal nd

{iif) that relies on systernatic measures of
mission performance, including the:

{a} Effectiveness of program delivery;

{b} Efficiency of program administration;
an

(£} Reduction in burden, including
information collection burden, fmposed on
the public;

{c} Conduct benefit-cost analyses to
support ongoing managemen: aversight

and formats for information d

that ize return on
nt and minimize Snancial and

zppropriate under the following conditions:

{a) The agency develops and maintains the
infarmation electranically;

{b) Electronic media or formats are
practical and cost effective ways to provide
pubhc access to a large, highly detailed
volume of informaticn;

{c) The agency disseminates the product
frequently;

{d} The agency knows 3 substantial portion
of users have ready access o the necessary
information technology and training to use

) tc inf e disseminatt

{h} Provide i informa
dissemination products o the Government
rinting Offive for distribution to depository
libreries;
{i} Estabilish and waintain ication

° (e)Achange 1o el son, a3

operational risk for investments in major
informsation systems on an agenty-wide
basis; and

{d) Conduct post-implementation reviews
of information systems to validate estimated
benefits and document effective management
practices for broader use.

(2} Strategic Information Resources
Manegement IRM) Plapning. Agencies shall
establish and maimtain sirategic information
resources managerment planning processes
which include the following components:

{e) Srrategic IRM planning that addresses
how the managemen ofmformation
of an

the sole means of dlsceminalmg the produrt
will not impose substantial acquisition or
fraindng costs on users, jally State and

agency’s xmssmn Ths planning process
shomu support the development and

with members of the public and with State
and local governments so that the agency
creates Information dissemination products
that meet Heir respective needs;

local governments and small business
entities.
{8) Safeguards. Agencies ahail

of & stretegic [RM plan that

reflects and enticipates changes in the

agency’s mission, policy divection,

teuhnolaglcai uapabzhues, 0F regoLrne 1ave!s,
[t

{al Ensure that

with the risk snd magnitude

{i} Prc notice when i
subsﬁaruallv mcdvamv o terminating
products: and

(k) Ensure that, ta the extentt existing
information dissemination policies or
practices are irconsistent with the
requiremeants of this Circular, a prompt and
orderly transition 1o compliancs with the
requirements of this Circular is made.

{7} Avoiding Improperly Restrictive
Practices. Agencies shall:

{a} Aveid establishing, or perpitting others

of the harm that would result from the loss,
misuse, or unauthorized access to or

planning that p th
use of mformanon Lhmuuhaut its life cycle :o
y the usefulness of

minimize the burden on the public, and
proserve the apprepri ate m:eax“wl

modification of such informadion;
ion of i

{b} Limit the coll

which identifies individuals to that which is
Tegally authorized and necessary for the
proper performance of agency functions;

{c] Limit the sharing of information lhat

', A
inforsmation. It shall specifically sddress the
planning and budgeting for the information
collection burden imposed on the public s
defined by 5 CFR 1320

1

identifies ndividuals or contains

information to that which is legally
tzed, and impose ap

conditions en use where a continuing

to establish on their behalf, e

restricted, or other distibution arrangemen‘s

that interfere with the availability of

information dissernination products on 2
timely and equitable basis;

{b) Avcid establisking restrictions or
r»gn}atx 13, including the charging of fees ar
roya ties, on the teuse, resale, or

ion of Federal &
semination products by the pub!ic; and,

{c} Set user charges for information

disseminati vmducts ata level sulficient to

to ensure the confidentiality of the
information exists;

{d) Provide individuals, upon request,
Breess to records about them maintained in
Privacy Act systems of records, and permit
them to amend such records &¢ are in error
ronsistent with the provisions of the Privacy
Agt

b. Informaticn Systems and Information
Technology Management

(1) Bvaluation and Performancy
Measurement. Agencies shall promote the

i ) f

recover the cost of di butno

P ication of Federal
ind il as follows:

higher. They shall exclude from i
of the charges costs ass umtsd wnh ariginal

(a) Sesk oppoxtnmnes to unp;ove the

collection and of

(e}
plannma that links information technology o
anticinated program and mission needs,
reflects budget constraints, and forms the
basts for budget requests. This planning
should result in the preparation and
maintenance of an up-to-date five-year plen,
as required by 44 U.S.C. 3506, which
includes:

(i} A Hsting of existing and planned major
information systems:

(if} A fisting of planned information
'ech'mlngy acquisitions:

(111} An explanation of how the listed major
information systerns and planned
information lechnology acquisitions relate 1o
each other and suppart the achievement of
the agency’s mission: and

{iv} A summaty of computer security

Exceptions to this policy a:e.
{1) Where statutory requirements are at
variance with the policy
{ii} Where the agency coilects, processes,
and disseminates the information for the

progmms thxough work pmcess redesign and
the judicians application of information
technology:

(b} Prepare, and update as necessary
theoughout the information system life cycle,

planning, as required by Section 6 of the
Computer Security Act of 1987 40 US.C.
759 note); and

{d) Coordination with other agency
planning processes including strategic.
burman resources, and financial resources.
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311 Systems providing IPSO servxces to all service to the agency head to canry out the
Oversight. tes shall establi ipi onan le basis responsibilities of the agency under the PRA.
i fon systern igh with the costs required to The head of the agency shall keep the

mechanisms that:

{a} Ensure that each information system
meets agency mission requirements;

{b) Provids for periodic review of
information systems to determine:

{i) How mission requirements might have
changed;

{ii) Whether the information system
continues to fulfill ongoing and anticipated
mission requirements; and

{iii} What jevel of maintenance is needed
to ensure the information system meets
mission requirements cost effectively;

(c} Ensure that the official who administers
a program supponed by an information

provide those services; and

(1i1) Document sharing agreements between
service recipients and IPSCs; an

(f) Establish a level of security for all
information systems that is commensurate
with the risk and magnitude of the harm
resulting from the loss, misuse, or
unauthorized access to or modification of the
information contained in these information
systems.

{5} ACQUISITION OF INFORMATION
TECHNOLOGY. Agencies shalk

{a} Acquire information technology ina
manner that makes use of full and open
competition and that maximizes return on

system is hle far the
management of that mformanon system
throughout its life cycle;

(d) Provide for the appropriate training for
users of Federal information resources;

{e) Prescribe Federal information system
requirements that do not unduly restrict the
prerogatives of State, locel, and wibal
governments;

{f] Ensure that mejor information systems
proceed in a timely fashion towards agreed-
upon milestones in an information system
life cycle, meet user

(b) Acquire off-the-shelf software from
commercial sources, unless the cost
effectiveness of developing custom software
to meet mission needs is clear and has been
documented;

{c} Acquire information technology in
accordance with OMB Circular No. A-109,
“Acquisition of Major Systerns,” where
appropriate; and

{d} Acquire information technology ina
manner that couslders the need for

deliver intended benefits to the agency and
affected publics through coordinated
decision making about the information,
human, financial, and other supporting
resources; an

(g) Ensure that financial management
systems conform to the requirements of OMB
Circular No, A~127, “Financial Management

for

individuals wnth dlsab)lmes 1o the extent
that needs for such access exist.
9. ASSIGNMENT OF RESPONSIBILITIES

a. ALL FEDERAL AGENCIES, The head of each
agency shall:

{1} Have primary responsibility for
managing agency information resources;

Systems.” {2) Ensure that the mformanon policies,
{4} USE OF INF( ek rules, and
it Jati prescribed by OMB are

Agencies shall creats and
and techi ks for

1

using ink d that di
linkages between mission needs, information
content, and information technology
capabilities. These frameworks should guide
both strategic and operational IRM planning,
They shauld also address steps necessary to
create én open systems environment.
Agenciss shall implement the following
principles:

{a} Develop information systems ina
manner Lhat facilitates necessary

« 8p od s tinati

and

Tahil

d apprepriately within the
agency;

(3] Develop internal agency information
policies and procedures and oversee,
evaluate, and otherwise perindically review
agency information resources management
activities for conformity with the policies set
forth in this Circular;

{#) Develop agency policies and procedures
that provide for timely acquisition of
required information technology;

{5) Maintain an fnventory of the agencies’
raajor information systems, holdings and
. A plv S

Director, OMB, advised as to the name, titls,
autherity, responsibilities, and 3
resources of the senicr official. For purposes.
of this paragraph, military departments and
the Office of the Secretary of Defense may
each appoint one official.

(10) Direct the senior official appointed
pursuant to 44 U.5.C. 3506{a) to monitor
agency compliance with the pelicies,
procedures, and guidance in this Circular.
Acting as an ombudsman, the senior official
shall consider alleged instances of agency
failure to comply with this Circular and
recommend or take corrective action as
appropriate. The senior official shall report
annually, not later than February 1st of 2ach
year, to the Director those instances of
alleged faihure to comply with this Circular
and their resolution.

b. DEPARTMENT OF STATE. The Secretary of
State shall:

{1) Advise the Director, GMB, on the
development of United States positions and
policies on international information pclicy
issues affecting Federal Government
information activities and ensure that such
positions and policies are consistent with
Federal information resources management
policy;

(2) Ensure, in consultation with the
Secretary of Commerce, that the United
States is represented in the development of
international information technolo;
standards, and advise the Director, OMB, of
such activities.

OF
nf Commerce shall:

{1} Develop and issue Federal Information
Progessing Standards and guidelines
necassary to ensure the efficient and effective
acquisition, management, security, and use of
information technology;

(2) Advise the Director, OMB, on the
development of policies relating to the
progurement and management of Federal
telecommunications resources;

(3) Provide OMB and the agentiés with
scientific and echnical advisory services
relating to the deve{cpment and use of
information technolog

{a) Conduct studies and evsluatmns

1

The Secretary

v of

across networks of hetemgeneous hardware,

software, and communications platforms;
{b) Ensure that impmvemems to exlstmg

as
required by 44 U.8.C. 3511,
{6} Implement and enforce applicable
records management policies and

information systems and the d
planned information systems do not
unnecessarily duplicate information systems
available within the same agency, from other
agencies, of from the private sector;

{c) Share avaijable information systems
with other agencies o the extent p

including
archxvmg information maintained in
electronic format, particularly in the
planning, design and operation of
information systems.
{7) identify to the Du—ector OMB, statumry
-, and other I

for

and legally perrmsslble,
{d) Meet § huology needs

efficient management of Federal ._.formanon
and to the Directar

throngh intra-agency and inter-agency

sharing, when it | s cost effectxve. before
new i

resources;

{e} For Information Processing Service
Organizations (IPSOs) tha: have costs in
excess of $5 million per year, agencies shall:

(i) Account for the full costs of operating
all TPSOs; (31) Recover the costs incurred for

and ing the

testing, aperation, and wse of Federal
telecommunications systems and advise the
Directer, OMB, and appropriate agencies of
the recommendations that result from such
studies;

(3} Develop, in consultation with the
Secretary of State and the Director of OMB,
plans, policies, and programs relating to
international telecommunications issues
affecting government information activities;

(6) Identify needs for standardization of

and other

i duDDq end §

iom, policies, proced;
guldance to improve such

and develop

{8} Assist OMB in the performance of its
functions under the PRA including making
services, p 1, and facilities availabl
DMB for this purpose to the extent
practicable;

{9) Appoint a senior official, as required by
44 11.5.C. 3506(a), who shall report directly

to

standards, in consultstion with the Secretary
of Defense and the Administrator of General
Services, ta ensure efficient application of
such technelogy;

(7) Ensure that the Federal Government is
represented in the development of national
and, in consultation with the Secretary of
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State, international information technology
standards, and advise the Director, OMB, of
such activities.

<. DEPARTMENT OF DEFENSE. The Secretary
of Defense shall develop, in ion

integrated, effective, and efficient
information resources management;

{4) Initiate.and review proposals for
changes in legislation, regulations, and
agency pr to improve Federal

with the Administrator of General Services,
uniform Federal telecommunications
standards and guidelines to ensure national
security, emergency preparedness, and
continuity of government.

. GENERAL SERVICES ADMINISTRATION. The
Administrator of General Services shall:

{1) Advise the Director, OMB, and agency
heads on matters affecting the procurement
of informaticn technology;

{2] Coordinate and, when required, provide
for the purchase, lease, and maintenance of
information technology required by Federal
agencies;

(3) Develop criteria for timely procurement
of information technology and delegate
procurement authority to agencies that
comply with the criteria;

{4} Provide guid and regul for

request made available to the public an
request.

11. Effectiveness; This Circular is effective
upon issuance. Nothing in this Circular shall
be construed to confer a private right of
actmn on any person.

{5) Review and approve or d
agency propesals for collec‘}on of
informatien from the public, as defined by 5
CFR1320.3;

(6] Develop and maintain a
Governmentwide strategic plan for
information resources management.

{7} Evaluate agencies' information
resources management and identify cross-
cutting information policy issues through the
review of agency information programs,
information collection budgets, information
rachnology acquisition plans, fiscal budgets,
and by other means;

{8} Provide policy oversight for the Federal
records management function conducted by
the National Archxves and Records

ini records

Federal agencies, as authorized by Jaw, on
the acqms:tlon maintenance, and disposition
of inforruation technology, and far
implerentation of Federal Information
Processing Standards;

{8) Develop policies and guidelines that
facilitate the sharing of information
technology among agencies as required by
this Circulan:

{8} Manage the Information Technology
Fund in accordance with the Federal
Property and Administrative Services Act as
amended:

£ OFFICE OF PERSONNEL MANAGEMENT, The
Director, Qffice of Persoanel Management,
shall:

{1} Develop and conduct training programs
for Federal personnel on information
resources management including end-user
computing:

(2} Evdluats periodically future personnel

and staffing requi for
Federal information resources management;

(3) Establish porsonnel security policies
and develop training programs for Federal
pessonnel assocxa\ed with the design,

managemem policies and programs with
other information activities, and review
compliance by agencies with records
managernent reguirements;

(9; Review agencies’ policies, practices,
and programs pertaining to the security,
protection, sharing, and disclosure of
information, in order io ensure compliance,
with respect to privacy and security, with the
Privacy Act, the Freedom of Information Act,
the Computer Security Act and related
statutes;

{10} Resolve information technology
procurement disputes between agencies and
the General Services Administration
pursuant to Section 111 of the Federal
Property and Administrative Services Act;

{11} Review proposed U.S. Government
Position and Policy statements on
international issues effecting Federal
Government information activities and
advise the Secretary of State as to their
consistency with Federal information
mesources management policy.

{12} Coordinate the development and
revigw by the Office of Information and

of informati

systems.

g National Archives and Records
Administration. The Archivist of the United
States shall:

(1) Administer the Federal reccrds

rogram in
National Archives and Records Act;
{2) Assist the Director, OMB, in develop

with the

All

shoufd be addressed to the Ofﬁce of
Information and Regulatory Affairs, Office of
Management and Budget, Washington, D.C,
20503. Telephona: [2D2) 395-3785.

13. Sunset Review Date: OMB will review
this Circular three years from the date of
issuarce to ascertain its effectiveness.

Appendix I to OMB Circular No, 4-130—
Federal Agency Respousibilities for
Maintaining Records About Individuals
1. Purpose and Scope

This Appendix describes agency
responsibilities for implementing the
reporting and publication requirements of the
Privacy Act of 1974, 5 5.8.C. 552a, as
amended {(hereinalter “the Act”]. Rapplissto
all agencies subject to the Act. Note that this
Appendix does not rescind other guidance
OMB has issued to help agencles interpret
the Privacy Act’s provisions, e.g., Privacy Act
Guidelines (40 FR 2894928978, July 9,
1975), or Final Guidance for Conducting
Matching Programs (54 FR at 25819, June 19,
1980}

2. Definitions

2. The terms “agency.” “individual,”
“maintain,” “matching program,” “record.”
“system of records,” and “routine use,” as
used in this Appendix, are defined in the Act
(5 U.8.C. 652ala)}.

b. Matching Agency. Generaily, the
Recipient Federal agency (or the Federal
source agency in a match conducted by a
nonfederal agency} is the matching agency
and is responsible for mesting the reporting
and publication requirements associated with
the matching program. However, in large,
multi-agency maiching programs, where the
recipient agency is merely performing the
matches and the benefit accrues to the source
agencies, the partners should assign
respons;hxhiy for corpliance with the

v Affatrs of policy d witb
Faderal p and

ina fairand

information technology with the Ofﬁce of
Federal Procurement Policy.

10. Oversight:

a. The Director, OMB, will use information
technology planning reviews, fiscal budget
reviews, information collection budget
reviews, reviews, and such

standards and guidelines relating to the
recards management program.,

b. Office of Management and Budget. The
Director of the Office of Management and
Budget shall:

(1) Provide overall leadership and
coordination of Federal information
resources management within the executive
prench;

{2} Serve as the President’s principal
adviser on procurement and management of
Federal telecommunications systems, and
develop and establish policies for
procurement and management of such
systems;

{3) Issue policies. procedures, and
guidelines to assist agencies in achieving

other measures as the Directar deemns
necessary to evaluate the ad and
efficiency of each agency’s information
resources management and compliance with
this Circular,

b. The Director, OMB, may, consistent with
statute and upon written request of an
agency, grant a waiver from particular
requirements of this Circular. Requests for
waivers must detail the reasons why a
particular waiver is sought, identify the
duration of the waiver sought, and include a
plan for the prompt and orderly transition to
full compliance with the requirements of this
Circular. Notice of each waiver request shall
be published promptly by the agency in the
Federal Register, with a copy of the waiver

way, This may mean having the
matching agency carry out these
requirements for all parties, having one
participant designated to do so, or having
each source agency do so for its own
matching programis).

c. Nonfederal Agency. Nonfederal agencies
are State or local governmental agencies
teceiving or pmv'dmv records in a matching
program with a Federal agency.

d. Recipient Agency. Recipient agencies
are Federal agencies or their contractors
receiving automated records from the Privacy
Act systems of records of other Federal
agencies, or from State or local governments,
16 be used ina matching program as defined
in the Act.

¢, Source Agency. A SOUFCe 8gency is &
Federal agency that discloses automated
records from a system of records to anather
Federal agency or to a State or local agency
to be used in a matching program. It is also
a State or local agency that discloses records
10 a Federal agency for use in a matching
program,
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3. Assignment of Responsibilities

a. All Federal Agencies. In addition to
meeting the agency requirements contained
in the Act and the specific reporting and
publication requirements detailed in this
Appendix, the head of each agency shall
ensure that the following reviews are
conducted as ofien as specified below, and be
prepared to report to the Director, OMB, the
results of such reviews and the corrsctive
action taken to resolve problems uncovered.
The head of each agency shalk:

{1} Section {m) Contrects. Review every
twa years a random sample of agency
contracts that provide for the maintenance of
a systern of records on behalf of the agency
ta accomplish an agency function, in order to
ensure that the wording of each contract
razkes the provisions of the Act binding on
the and his or her empl s. {See

any special requirements of their specific
job

(7) Violations. Review biennially the
actions of agency personuel that have
resulted either in the agency being found
civilly Hable under Section {g) of the Act, or
an employee being found criminally Hable
under the provisions of Sectian {i} of the Act,
in order to determine the extent of the
problem, and to find the most effective way
to prevent recurrence of the problem.

{8) Systems of Records Notices. Review
biennially each system of records notice to
ensure that it accurately describes the system
of records. Where minor changes are needed,
¢.g., the name of the system manager, ensure
that an amended natice is published in the
Federal Register. Aaencxes may choose to.

inchading both the conduct of courses in
various substantive areas (e.g..
administrative, icformation technology) and
the development of materials that agencies
can use in their own courses. The assignment
of this responsibility to OPM does not affect
the responsibility of individual agency heads
for developing and conducting taining
programs tailored to the specific needs of
their own personnel,

. National Archives and Records
Administration. The Archivist of the United
States through the Office of the Federal
Register, shall, consistent with guidelines
issued by the Director, OMB:

{1) Issue instructions on the format of the

gencv nouces and rules required to be
d under the Act.

maks one annual
consohda*ing such mmor changes This

3 U.8.C. 552a(m)(1).

(2) Recordkeeping Practices, Review
biennially agency recordkeeping and
disposal palicies and practices in order to
assure compliance with the Act, paying
particuler attention to the maintenance of
antormated records.

{3) Routine Use Disclosures. Review every
four years the routine use disclosures
associated with each system of records in
order to eusure that the recipient’s use of
such records continues to be compatible with
tha purpose for which the disclosing agency
collected the informetion.

{4} Exemption of Systems of Records,
Review every four years each system of
zecerds for whzch the agency has

ton rules to
Section {j) or (k) of the Act in order to
determine whether such ption is still

om and in
addmon to lhe requirement {o report to OMB
and Confress significant changes to systems
of records and ta publish those changes in

the Federal Register (See patagraph dc of this -

Appendix).

b. Departmant of i The Secretary
of Cornmerce shall, consistent with
guidelines issued by the Director, OMB,
develop and issue standards and guidelines
for ensuring the security of mfnrmanon

d by the Actin
information systems.

. The Department of Defense, General
Services Administration, and National
Asronautics and Space Administration,
These agencies shall, consistent with
guidelines issued by the Director, OMB,
ensurs that instructions are issued on what
agencies must do in order to comply with the

needed,

5} Matching Programs, Review annuaily
each ongeing matching program in which the
agency has pamcnpatsd during the year in
order to ensure that the of the

of Section {m) of the Act when

contracting for the operation of a system of

records to accomplish an agency purpose.
d. Offica of Personnel Management. The

Director of the Office of Personnel

shall, with

Act, {he OMB gaidance. and any agenc‘«
instructions, or
guidelines have been mat.

(6} Privacy Act Training, Review biennially
agency training practices in order to ensure
that all agency persomal are familiar with
the requirements of the Act, with the
agency's implementing regulaxion. and with

guidelines jssued by the Director, OMB:

(1) Develop and maintain government-wide
standards and procedurss for civilian
personnel information processing anc.
recordkeeping directives to assure
conformance with the Act,

(2} Develop and conduct Frivacy Act
waining programs for agency personnai,

(2) Compile and publish every two years,
the rales promulgated under 5 U.S.C. 552a(8)
and agency notices published under 5 U.5.C,
552a(e)(4) in a form available to the public
at low cost,

{3) Issue procedures governing the transfer
of records to Federal Records Centers for
storage, provessing, and servicing pursuant to
44 U.8.C. 3103, For purposes of the Act, such
records are considered to be maintained by
the agency that deposited ther. The
Archivist may disclose deposited records
anly according to the access rules established
by the agency that deposited them.

£, Office of Management and Budget. The
Director of the Qffice of Management and
Budget will:

{1} Issue guidelines and directives to the
agencies to implement the Act.

{2} Assist the agencies, at their request, in
implementing their Privacy Act programs.

(3) Review new and altered system of
records and matching program reports
submitted pursuant to Section (o] of the Act.

{4) Compile the biennial report of the
President to Congress in accordance with
Section {3} of the Act,

{5) Compile and issue a biennial report on
the agencies’ implementation of the
computer matching provisions of the Privacy
Act, pursuant to Section (u)(6) of the Act,

4. Reporting Requirements, The Privacy
Act requites agencies to make the following
kinds of reports:

Report When Due Recipient™
Biannial Privacy Act Report ... June 30, 1996, 1998, 2000, 2002 drmini x, OIRA.
Bignnial Matching Activity Report | June 30, 1996, 1998, 2000, 2002 i r, OIRA.

Nasw System of Becords Repont .

Altered System of Records Re-
port,

New Maiching Program Report .

Renewal of Existing Maiching
Program.

Altered Matching Program ..........

Matching Agreements ..

When establishing a system of records—at least 40 days before operat-
ing the system",

Acm;mstrator OIRA, Congress.

When adding a new routine use, exemption, or otherwise significantly al
tering an existing system of records—at least 48 days befare change
0 sysiem lakes place.

When establishing & new malching program—at least 40 days before op-
erating the program®.

At least 40 days prior fo sxpiration of any one year extension of the origi-
nal program—ireat as a new program.

‘When making a significant change to an existing matching program-—at
least 40 days befare operating an altered program™.

At least 48 days prior to the startof a ing program”

N jirsi DIRA, Congress.

Administrator, OIRA, Congress,
Administrator, OIRA, Congress.
Administrator, QIRA, Congress.

Cangress.

*Review Period: Note that the statutory reporting requirement is 30 days prior; the additional ten days will ensurs that OMB and Congress
have sufficient time fo review the proposal. Agencies shcuid therefore ensure that reports are mailed expeditiousty after being signed.
*Recipient Addresses: At bottom of envelope print “Privacy Act Report™.
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House of Representatives: The Chair of the
House Committee on Government Reform
and Oversight, 2157 RHOB, Washington, D.C.
20515-6143.

" Senate: The Chair of the Senate Committee
on Governmental Affairs, 340 SDOB,
Washington, D.C. 20510-6250.

Office of Management and Budget: The
Administrator of the Office of Information
and Regulatory Affairs, Office of Management
and Budget, ATTN: Docket Library, NEOB
Room 10012, Washington, D.C. 20503.

a. Biennial Privacy Act Report. To provide
the necessary information for the biennial
report of the President, agencies shall submit
a biennial report to OMB, covering their
Privacy Act activities for the calendar years
covered by the reporting period. The exact
format of the report will be established by
OMB. At a minimum, however, agencies
should collect and be prepared to report the
following data on a calendar year basis:

(1} A listing of publication activity during
the year showing the following:

*Total Number of Systems of Records

(Exempt/NonExempt}

*Number of New Systems of Records Added

(Exempt/NonExempt}

*Number Routine Uses Added
*Number Exemptions Added to Existing

Systems
*Number Exemptions Deleted from Existing

Systems
*Total Number of Automated Systerns of

Records (Exempt/NonExempt)

The agency should provide a brief
narrative describing those activities in detail,
e.g., “the Department added a (k){1)
exemption to an existing system of records
entitled “Investigative Records of the Office
of Investigations;” or “the agency added a
new routine use to a system of records
entitled ‘Employee Health Records’ that
would permit disclosure of health data to
researchers under contract to the agency to
perform workplace risk analysis.”

{2) A brief description of any public
comments received on agency publication
and implementation activities, and agency
response.

(3) Number of access and

(4) Number of instances in which
individuals brought sujt under section (g) of
the Privacy Act against the agency and the
results of any such litigation that resulted in
a change to agency practices or affected
guidance issued by OMB.

(5) Results of the reviews undertaken in
response to paragraph 3a of this Appendix.

(6) Description of agency Privacy Act
training activities conducted in accordance
with paragraph 3a(6) of this Appendix.

b. Biennial Matching Activity Report {See
5 U.8.C. 552a{u)(3)(D}). At the end of each
calendar year, the Data Integrity Board of
each agency that has participated in a
matching program will collect data
summarizing that year’s matching activity.
The Act requires that such activity be
reported every two years, OMB will establish
the exact format of the report, but agencies’
Data Integrity Boards should be prepared to
report the data identified below both to the
agency head and to OMB:

(1} A listing of the names and positions of
the members of the Data Integrity Board and
showing separately the name of the Board
Secretary, his or her agency mailing address,
and telephone number. Also show and
explain any changes in membership or
structure occurring during the reporting year.

(2) A listing of each matching program, by
title and purpose, in which the agency
participated during the reporting year. This
listing should show names of participant
agencies, give a brief description of the
program, and give a page citation and the
date of the Federal Register notice describing
the program.

(3) For each matching program, an
indication of whether the cost/benefit
analysis performed resulted in a favorable
ratio, The Data Integrity Board should
explain why the agency proceeded with any
matching program for which an unfavorable
ratio was reached.

(4) For each program for which the Board
waived a cost/benefit analysis, the reasons
for the waiver and the results of the match,
if tabulated.

(5) A description of any matching
agre the Board rejected and an

requests from record subjects citing the
Privacy Act that were received during the
calendar year of the report. Also the
disposition of requests from any year that
were completed during the calendar year of
the report: .
*Total Number of Access Requests

Number Granted in Whole

Number Granted in Part

Number Wholly Denied

Number For Which No Record Found
*Total Amendment Requests

Number Granted in Whole

Number Granted in Part

Number Wholly Denied
*Number of Appeals of Denials of Access

Number Granted in Whole

Number Granted in Part

Number Wholly Denied

Number For Which No Record Found
*Number of Appeals of Denials of

Amendment

Number Granted in Whole

Number Granted in Part

Number Wholly Denied

explanation of the rejection.

(8) A listing of any violations of matching
agreements that have been alleged or
identified, and a discussion of any action
taken.

(7) A discussion of any litigation involving
the agency'’s participation in any matching
program.

(8) For any litigation based on allegations
of inaccurate records, an explanation of the
steps the agency used to ensure the integrity
of its data as well as the verification process
it used in the matching program, including
an assessment of the adequacy of each.

c. New and Altered System of Records
Report. The Act requires agencies to publish
notices in the Federal Register describing
new or altered systems of records, and to
submit reports to OMB, and to the Chair of
the Committee on Government Reform and
Oversight of the House of Representatives,
and the Chair of the Committee on
Governmental Affairs of the Senate. The
reports must be transmitted at least 40 days
prior to the operation of the new system of

records or the date on which the alteration
to an existing system takes place.

(1) Which Alterations Require a Repart.
Minor changes to systems of records need not
be reported. For example, a change in the
designation of the system manager due to a
reorganization would nct require a report, so
long as an individual's ability to gain access
to his or her records is not affected. Other
examples include changing applicable
safeguards as a result of a risk analysis or
deleting a routine use when there is no
longer a need for the disclosure. The
following changes are those for which a
report is required:

(a) A significant increase in the number,
type, or category of individuals about whom
records are maintained. For example, a
system covering physicians that has been
expanded to include other types of health
care providers, e.g., nurses, technicians, stc.,
would require a report. Increases attributable
to normal growth should not be reported.

(b) A change that expands the types or
categories of information maintained. For
example, a benefit system which originally
included only earned income information
that hes been expanded to include unearned
income information.

(c) A change that alters the purpose for
which the information is used.

(d) A change to equipment configuration
{either hardware or software) that creates
substantially greater access to the records in
the system of records. For example, locating
interactive terminals at regional offices for
accessing a system formerly accessible only
at the headquarters would require a report.

(e} The addition of an exemption pursuant
to Section (j) or (k] of the Act. Note that, in
examining a rulemaking for a Privacy Act
exemption as part of a report of a new or
altered system of records, OMB will also
review the rule under applicable regulatory
review procedures and agencies need not
make a separate submission for that purpose.

(f) The addition of a routine use pursuant
to 5 U.S.C. 552a(b)(3).

(2) Reporting Changes to Multiple Systems
of Records. When an agency makes a change
to an information technology installation or
a telecommunication network, or makes any
other general changes in information
collection, processing, dissemination, or
storage that affect multiple systems of
records, it may submit a single, consolidated
report, with changes to existing notices and
supporting documentation included in the
submission.

(3) Contents of the New or Altered System
Report. The report for a new or altered
system has three elements: a transmittal
letter, a narrative statement, and supporting
documentation.

{a) Transmittal Letter. The transmittal letter
should be signed by the senior agency official
responsible for implementation of the Act
within the agency and should contain the
name and telephone nurber of the
individual who can best answer questions
about the system of records. The letter should
contain the agency’s assurance that the
proposed system does not duplicate any
existing agency or government-wide systems
of records. The letter sent to OMB may also
include a request for waiver of the time
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period for the review. The agency should
indicate why it cannot meet the established
review period and the conseguences of not
obtaining the waiver. {See paragraph 42
below.} Thers is no prescribed {ormat for the
letter.

b} Narrative Staternent. There is also no

proposes ta issue for the new or altered
sysem,

(4) OMB Review, OMB will review reports
under § U.S.C. 552a{r) and provide
comments if appropriate. Agencies may
assume that OMB concurs in the Privacy Act
aspects of their proposal if OMB has not

prescribed format for the narrati
but it should be belel. It should imake

f as ap i to information in
the supporting documentation rather than
restating such information. The staterent
should:

1. Describe the purpose for which the
sgency is establishing the system of records.

2. Identify the authority under which the
system of records is maintained. The agency
should avoid citing housekeeping statutes,
but rather cite the underlying programmatic
authority for collecting, maintaining, and
using the information: When the system is
Dbeing operated to support an agency
heusekeeping program, e.g., a carpocl
locator, the agency may, however, citea
genaral bousekeeping statute that authorizes
the agency head to keep such records as
TBCESSArY.

3. Provide the agency’s evaluation of the
probable or potential effect of the proposal on
the privacy of individuals.

4. Provide a brief description of the steps
taken by the agency to minimize the risk of
unauthorized access to the systera of records,
A more detailed assessment of the risks and
specific administrative, technical,
p“oceaural and physical safeguards

d shall be made available to OMB
VPN request.

5, Explain how each proposed routine use
satisfies the compatibility requirement of
subsection {a}{7) of ths Act. For altersd
systesns, this zequirement pertains only to
any newly proposed routine use.

6. Provide OMB Control Numbers,
expiration dates, and titles of any
information collection requests (e.g., farms,
surveys, etc.} contained in the system of
records and approved by OMB under the
Paperwork Reduction Act. If the request for

4 within 40 days from the date the
trapsmiltal leiter was signed. Agencies
should ensure that letters are transmitted
expeditiously after they are signed.

{3) Timing of Systems of Records Reporis.
Agencies may publish system of records and
routine use notices as well as proposed
exemption rules in the Federal Register at
the same time that they send the new or
altered syster zeport to OMB and Congress.
‘The periad for OMB and congressional
review and the notice and comment period
for routine uses and exemptions will then
run concurrently, Note that exemptions must
be published as final rules before thay are
effective.

d. New or Altered Matching Program
Report. The Act requires agencies to publish
notices in the Federal Register describing
new or altered matching programs, and to
submit reports to OMB, and to Congrass. The
report must be received at least 40 days prior
to the initiation of any matching activity
carried out under a new or substantially
altered maiching program. For renewals of
contipuing programs, the report must E’:e
dated at least 40 days prior to the

restating such information. The statement
should provide:

1. A description of the purpose of the
matching program and the authority under
which it Is being carried out.

2. A description of the security safeguards
used to protect against any unauthorized
access or disclosure of records used in the
match.

3. i the cost/bensfit analysis required by
Section (u}{4}{4) indicated an unfavorable
Tatio or was waived pursuant o OMB
guidance, an explanation of the basis on
swhich the agency justifies conducting the
match.

ic) Supporlmg Documentation. Attach the
ioHowing:

1A copv of the Federal Register notice
describing the matching program. The notice
must appear in the format prescribed by the
Office of the Federal Register's Document
Drafting Handbook. (See 5b (3).)

2. For the Congressional re;ort only,a
copy of the maiching sgreement.

{3} OMB Review. DMB will review reports
under § U.8.C. 552a(r) and provide
comments if appropriate. Agencies may
assume that OMB concurs in the Privacy Act
aspects af their proposal if OMB has not
commented within 40 days from the date the
transmittal letter was signed.

{4} Timing of Matching Program Reports.
Agancies should ensurs that letters aze

of any existing matching agreement.

{1} When to Repo’l Altered Matching
Programs, Agencies need not report minor
changes to matching programs. The term
“minor change to ¢ matching program”
means a change that does not significantly
alter the terms of the agreement under which
the program is being carried out. Examples of
significant changes include:

{a) Changing the purpose for which the
program was estabiished.

(b} Changing the matching population,
either by ircluding new categories of record
subjects or by g ,,\‘ea\ly increasing the numbers
of records matched.

OMB o of an Information

is pending, the agency may simply state the
title of the collection and the date it was
submitted for OMB clesrance.

(¢} Supporting Documentation. Attach the
fallowing to all new or altered system of
racords reports:

1. A copy of the new or altered system of
records notice consistent with the provisions
of § .8.C. 552ale}{4). The notice must
appear in the format prescribed by the Office
of the Federal Register's Document Drafting
Handbook. For proposed altered systems the
agency should supply a copy of the original
syv:em of records notice to ensure that

gt can
proposed If the scle c:hanae to an existing
system of records is to add a outine use, the
agency should either republish the entire |
system of records notice, a condensed
description of the system of records, or a
citation to the last full text Federal Register
publication.

2. A copy in Federal Register format of any
new exempnon rules or changes to pabllshed

{c} Changing the legal authori
the matching program.

{d} Changing the saurce or recipient
agencies involved in the matching program.

(2) Contents of New or Altered Matching
Program Repart. The report for a new or
altered matching program has three elements:
a ittsl letter, a narrati and
supporting documentation that includes a
copy of the proposed Federal Register notice.

{z) Transmittal Letter. The transmittal letter
should be signed by the senior agency official
responsible for implementation of the
Privacy Act within the agency and should
contain the name and telephone number of
the individual who can best answer
questions about the matching program. The
letter should state that a copy of the matching
agreement has been distributed to Congress
as the Act requires. The letter to OMB may
also include a request for waiver of the
review time period. (See 4e below.)

(b} Narrative Statement. There is no
prescribed format for the narrative staterment,
but it should be briet. It should make

cavering

rule with the
U.S,C,. 55248}, or (K)) that the agency

as appropriate, lo information in
the supporting documentation tather than

aRer they are
signed. Auencxes may pubhsh matching
program notices in the Federal Regxsler at
the same time that they send the matching
program report to OMB and Congress. The
perind for OMB and congressional review
and the notice and cornment period will then
run concurrently.

e. Expedited Review. The Director, OMB,
may giant ¢ waiver of the 40-day review
period for either systems of records or
matching program reviews. The agency must
ask for the waiver in the transmittal letter
and demonstrate compelling reasons, When a
waiver is granted, the agency is not therehy
relieved of any other requirement of the Act.
¥ no walver is granted, agencies may
presume concwrence at the expiration of the
20 day review period if OMB. has not
camnmented by that time. Note that OMB
cannot wajve time periods specifically
established by the Act such as the 30 days
notice and comment period required for the
adoptien of a routine use proposal pursuant
to Section (bj{3) of the Act.

3. Publication Requirements. The Privacy
Act requires agencies to publish notices or
ruies in the Federal Register in the following
circumstances: when adopting a new or
altered systemn of records, when adopting a
routing use, when adopting an exemption for
= system of records, or when proposing to
carry out & new or altered matching program.
{Sea patagraph 3c{1) and 4d{1) above on what
constitutes an alteration requiring a report to
OMB and the Congress}

@ Publishing New or Altered Svstems of
Records Notices and Exemption Rules.

(1) w. 1i . The agency il
for cperatmg the systent of records makes the
necessary publization. Publication should be
carried out at the departmental or agency
level. Even where a system of records is to
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be operated exclusively by a component, the
departmen: rather than the component
should publish the notice. Thus, for example,
the Department of the Treasury wonld
publish a system of recards notice cavering

a system operated exclusively by the Internal
Revenue Service. Note that if the agency is
‘proposing o exempt the system under
Section {j) or (k} of the Act, it must publish
arule in addition to the system of records
Totice,

{a) Covernment-wids Systems of Records.
Certain Agencies publish systems of records
containing records for whxch they have

The

goven
recards may be locaxed in other agencies, but
they are being used under the authority of
and in conformance with the rules mandated
by the publishing agency. The Qffice of
Personnel Management, for examply, has
published a number of goverrment-wide
systems of records relating to the operation
of the government’s personnel program.
Agencies should not publish systems of
records that whelly or partly duplicate
existing government-wide systems of records.

{b} Section {m)} Contract Provisions. When
an agency provides by contract for the
aperation of a system of records, it should
ensure that a system of records notice
describing the system has been published. t
should also review the notice to ensure that
iteontains a routine use under Section
{e){4)(I} of the Act perrnmmg cnsclosure o
the and his or her

{2} When to Publish.

{a} 8ystam Notice. The system of records
notice must appear in the Federal Register
before the agency begins to operate the
system, e.g., collect and vse the information.

{b] Routine Use. A routine use must be
published in the Federal Register 30 days
befoore the agency discloses records pursuant
ta its terms, {Note that the addition of &
routing use to an existing system of records
requires & report to OMB and Congress, and
that the review peried for this report is 40
days.)

{¢) Exemption Rule. A rule exempting &
system of records under {j) or k) or the Act
musz be established through mfo“mal

o the Admini ive

with the administrative requirements in a faie
and reasonable way. This rmay mean bavmg
the matching agency carry out these
requirements for all parties, having one
participant designated to do so, or having
each source agency do so for its own
matching program(s}.

{2) Tirning. Publication must cccus at least
30 days prior to the initiation of any
matching aetivity carried out under a new or
substantially altered matching program. For
renmwals of programs agencies wish fo
continue past the 30 month period of initial
eligiviliy {i.e., the mmai 18 months plus a
one year ion must ooour

b

PP

ized access to or of
information. This includes assuring that
systems and applications used by the agency
operate effectively and provide appropriate
confidentiality, integrity, and availability,
through the use of cost-effective
management, personnel, operational, and
technical controls.

b. “Application” means the use of
Information resources {information and
information technology) 1o satisfy a specific
set of user requirements. -

¢, “General support system” or “systern”
means an Imterconnected set of information
under the same direct management

at least 30 days pnm‘ to the expiration of the
existing matching agreement. (But note that
a report to OMB and the Congress is also
required with a 40 day review period).

(8) Format. The matching notice shall be in
the format prescribed by the Office of the
Federal Register’s Dorument Draﬂmg

control which shares common functionality.
A system normally includes hardware,
software, information, data, applications,
commuaications, and people. A system can
be, for example, a Jocal area network (LAN)
including smart terminals that supports a
branch office, an agency- w;de backbons, a

Handbook and contain the foll
information:

{a} The name of the Recipient Agency.

{b} The Nama(s} of the Source Agenciss.

{c} The beginning and ending dates of the
match,

(d} A brief description of the matching
program, including its purpose; the legal
authorities autharizing its operation;

tes of individuals i lved; and
identification of records used, including
namef{s} of Privacy Act Systems of records.

{e} The identification, address, and
telephone number of a Recipient Agency
official who will answer puolic inquities
about the program.

Appendix IT to OMB Circular No. A-130—
Cost Accounting, Cost Recovery, and
: ing of Infe i

i netwark, a dep:
data p center incl ifs i
sv&xem and utilities, a tectical radio network,
or 2 shared information processing service
organization PS80}

d. “Major application” means an
application that requires special attention ta
security due to the risk and magnitude of the
harm resulting from the'loss, misuse, or
unautharized access to or modification of the
information in the application. Note: Al
Federal applications require some level of
protection. Certain applications, because of
the information in them, however, require
special management oversight and should be
treated as major, Adequate security for other
applications should be provided by security
of the systems in which they operate.

3. Automated Information Security

ies sh

Technslogy Facilities

[The guidance formerly found in Appendix
Il hias been revised and placed in Section 8h,
3ee, Transmittal No. 2, 59 FR 37906.
Appendix II has been deleted and is reserved
for future topics.)

Appendix I to OMB Circular No, A-130—

shall i and
maintain a program to assure that adequate
security is provided for ali agency
information collected, processed,
transmizted, stored, or di din
general support systems and major
applications.

Each agency'’s program shali implement
policies, and p which are

Security of Federal A

Pmcedure “act. This process gene:
requires publication of a proposed rule a
period during which the public may
comment, publicauon of a final rule, and the
adoption of the final rule. Agencies may not
withthold records under an exemption until
these requirements have been met.

{3) Format. Agencies should foliow the
publication format contained in the Office of
the Federal Register's Document Drafting
Handhook which may be obtained fom the
Government Printing Office.

b. Publishing Matching Notices.

{1} Who Publishes. Generally, the recipient
Federal agency {or the Federal source agency
in a match conducted by a nonfederal
agency) is tesponsible for publishing in the
Federal Register a notice describing the new
or altered matching program. However, in
large, multi-agency matching programs,
where the recipient agency is merely
performing the matches, and the benefit
acorues to the source agencies, the partners
should assign responsibility for compliance

consistent with gmernme“wacie policies,
standards, and procedures issued by the
Office of Management and Budget. the
Department of Commerce, the General
Services Administration and the Office of

Resources
Al i
1. Purpose
This Appendix establist set
of sonLrol:. to be included in Federal
ion security p
assigns Federal agency responsibilities for

the security of automal t»d mfmmauon and
links agency ion security

‘srsonnel {OPM). Different or
more stringent requirements for securing
national security information should be
incorporated into agency programs 2s
reqmrer’ by appm;male nauona( security

and agency control
systems established in sccordance with OMB
Circular No. A-123, The Appendix revises
procedures formerly contained in Appendix
i1 to OMB Circular No, A~130 {50 FR 52730;
Decervber 24, 1985, and incorporates
requirements of the Computer Security Act of
1987 (P.L. 100-235) and responsibilities
assigned in applicable national security
directives.
2. Definitions
The term:
a. “Adequate security™ means secumv

ETCY PIOFamm
snall mclade the Soilowmg conm)ls in their
general support systems and major
applications:

a. Controls for general support systems.

{1] Assign Hesponsibility for Secun‘y
Assign ’esponsﬁ: ity for security in each
system to an individual knowledgeable in the
information techrology used in the system
and in providing security for such
technology.

(2) System Security Plan. Plan for adequate
security of each general support system as

cammensura(e with the risk and

part of tae orgamzatmn s mformanon
{IRM;

of the harm resulting from the loss, misuse.

process The security plan shall be consistent
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with guidance issued by the National
Institute of d and Tech

scope and frequency of the review should be
wizh the accep level of

{NIST). Independent advice and

the security plan shall be solicited prior to
the plan's implementation. A summary of the
security plans shall be incorporated into the
strategir IRM plan required by the Paperwork
Reduction Act (44 U.5.C. Chepter 35) and
Section 8(b) of this circular. Security plans
shall include:

{a} Rules of the System. Establish a set of
rules of behavior concerning ust of, security
in, and the acceptable level of risk for. the
systern. The rules shall be based on the needs
of the various users of the system. The
security required by the rules shall be only

on

risk for the system. Depending on the
potential risk and magnitude of harm that
cauld occur, consider identifying a
deficiency pursuant to OMB Circular No, A—
123, “Management Accountability and
Control” and the Federal Managers' Financial
Integrity Act {FMFIA]J, if there is no

H of security responsibility,
security plan, or no authorization to process
for a system.

{4} Authorize Processing. Ensure that a
management official authorizes in writing the
use of sach general support syster based on
implementation of its se’curity plan before

s stringent as necessary to provide ad
security for infarmation in the system, Such
rules shall clearly delineate responsibilities
and expecied behavior of all individuals with
access 1o the system. They shall also include
appropriate limits on intercoanections to
cther systems and shall define service
provision and restoration priorities. F inall)nf

or
processing in the system. Use of the system
shall be re-authorized at least every three
years.

b. Controls for Major Applications.

{1) Assign Responsibility for Sscurity.
Assign responsibility for security of ach
major application to a management official
knowl le in the nature of the

they shall be clear sbout the quences of
behavior not consistent with the rules.

{b} Training. Ensure that el individuals are
appropriately trained in how to Rulfill their
security responsibilities before allowing them
access to the system, Such training shall
assure that employses are versed in the rules
of the system, be consistent with guidance
issued by NIST and OPM, and apprise thern
about available assistance and technical
security products and techniques. Behavior
congistent with the rules of the system and
periodic refresher training shall be required
for continued access to the system.

{c} Persorrel Controls. Screen individuals
who are authorized to bypass significant
technical and operational security controls of
the system commensurate with the risk and
magnltude of harm they could cause. Such
screening shall occur prior to an Individual
being authorized to bypass controls and
periadically thereafter.

{d) Incident Response Capability. Ensure
that there is a capability to provide help to
users when a security incident acours in the
system and 1o share information concerning
common vulnerabilities and threats. This

information and process supported by the
lication and in the

personnel, operational, and technical
controls used to protect it. This official shall
assure that effective security products and
technigues are appropriately used in the
application and shall be contacted when a
security incident occurs concerning the
application.

{2) Application Security Plan. Plan for the

Ve

cannot adequately protect the appli
information in it, screen individuals
commensurate with the risk and magnitude
of the harm they could cause. Such screening
shall be doneprior to the individuals’ being
autharized to access the application and
periodically thereafter. .

(d) Contingency Planning. Establish and
periodically test the capability to perform the
agency function supported by the application
in the svent of feilure of its automated

or

support.

{e} Technical Controls. Ensure that
appropriate security controls are specified,
designad info, tested, and accepted in the
application in accordance with appropriate
guidance issued by NIST.

(f) Information Sharing. Ensure that
information shared from the application is
protected appropriately, comparable to the
protection provided when information is
within the application.

{g} Public Access Controls. Where an
agency's application promotes or permits
public access, additional security controls
shall be added to protect the integrity of the
application and the confidence the public
has in the application. Such contrals shall
include segregating information mede
directly accessible 1o the public from official
agency records.

(3) Aeview of Application Controls.
Perform an indeprudent review or audit of
the security conrols in each application at
least every three years. Consider identifying
a defiei ta OMB Circular No.

adequate security of each major on
taking into account the security of all systems
in which the application will operate. The
plan shall be consistent with guidance issued
by NIST. Advice and comment on the pian
shall be solicited from the official responsible
for security in the primary system {n which
the apphicativn will operate prior o the
plan’s implementation. A surnmary of the
security plans shall be incorpeorated into the
strategic (RM plan required by the Paperwork
Reduction Act. Application security plans
shall include:

{a} Application Rules. Establish a set of
rules concerning use of and bshavior within
the application. Ths rules shall be as

A-123, “Managernent Accountability and
Control” and the Federal Managers' Financial
Integrity Act if there is ne assignment of
responsibility for security, no security plan,
or no autherization o process for the
application.

{4 Authorize Processing. Ensure that 3
management officlal authorizes in writing
use of the application by confirming that its
security plan as implemented adequately
secures the application. Results of the most
recent review or audit of controls shall be a
factor in tmanagement authorizations. The
application must be authorized prior to
operating and re-suthorized at least every
three years thereafter. Management !

capability shall share i ion with other
orgsnizations, censistent with NIST
coordination, and should assist the agency in

tringent as necessary o provide ad
security for the application and the
information in it. Such rules shall ¢learly
YRy b

g implies accepting the risk of
each system used by the application.

riate legal action,

and ¢ ted

4. of

with Department of Justice guidance.

{e} Continuity of Suppert. Establish and
periodically test the capability to continue
providing service within a system based
upon the needs and priorities of the
participants of the system.

{f) Technical Security. Ensure thet cost-
effective security products and techaiques
are appropriately used within the system.

(g} System Interconnection. Obtain writien
management authorization, hased upon the
acceptance of risk to the system, prior to
connegting with other systems. Where
connection s authorized, controls shall be -
established which are consistent with the
tules of the system and in accordance with
guidance from NIST.

(3} Review of Security Controls. Review the
security controls in each system when
significant modifications are made to the
systemn, but at Jeast svery three years. The

espC
behavior of all individuals with access to the
application. In addition, the rules shall be
clear about the conseguences of behavior not
consistent with the rules.

(b} Specialized Training. Before allowing
individuals access to the applicatior, ensure
that ali individuals receive specialized
training facused on their responsibilities and
the application rules. This may be in
addition to the training required for access to
a systern. Such training wmay vary from a
notification at the tims of access (e.g., for
members of the public using an Information

- retrieval application] to formal training {e.g..

for an employee that works with a high-risk
application).

(c] Personnel Security. [ncorporate controls
such as separation of duties, least privilege
and individual accountability into the
application and application rules as
appropriate. In cases whers such controls

a. Department of G The Secretar
of Commerce shall:

(1) Develop and issue appropriate
standards and guidance for the security of
sensitive information in Federal computer
systems.

{2) Review and update guidelines for
training in computer security awarsness and
accepted computer security practice, with
assistance from OPM.

{3} Provide agencies guidance for security
planning to assist in their development of
application and system security plans.

{4} Provide guidancs and assistance, ag
appropriate, to sgencies concerning cost
etfective controls when interconnecting with
other systems.

(5 Coordinate agency incident response
activities to promote sharing of incident
response information and related
vulnerabilities.
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(6) Evaluate new information technologies
to assess their security vulnerabilities, with
technical assistance from the Department of
Defense, and apprise Federal agencies of
such vulnerabilities as soon as they are
known.

b. Department of Defense. The Secretary of
Defense shall:

(1) Provide appropriate technical advice
and assi (including work prod to
the Department of Commerce.

(2) Assist the Department of Commerce in
evaluating the vulnerabilities of emerging
information technologies.

. Department of Justice. The Attorney
General shall:

(1) Provide appropriate guidance to
agencies on legal remedies regarding security
incidents and ways to report and work with
law enforcement concerning such incidents.

(2) Pursue appropriate legal actions when
security incidents occur.

d. General Services Administration. The
Administrator of General Services shall:

(1) Provide guidance to agencies on
addressing security considerations when
acquiring automated data processing
equipment (as defined in section 111{a)(2) of
the Federal Property and Administrative
Services Act of 1949, as amended).

(2) Facilitate the development of contract
vehicles for agencies to use in the acquisition
of cost-effective security products and
services (e.g., back-up services}.

(3} Provide appropriate security services to
meet the needs of Federal agencies to the
extent that such services are cost-effective.

e. Office of Personnel Management. The
Director of the Office of Personnel
Management shall:

(1) Assure that its regulations concerning
computer security training for Federal
civilian employees are effective.

(2) Assist the Department of Commerce in
updating and maintaining guidelines for
training in computer security awareness and.
accepted computer security practice.

£, Security Policy Board. The Security
Policy Board shall coordinate the activities of
the Federal government regarding the
security of information technology that
processes classified information in
accordance with applicable national security
directives;

6. Correction of Deficiencies and Reports

a. Correction of Deficiencies. Agencies
shall correct deficiencies which are
identified through the reviews of security for
systems and major applications described
above.

b. Reports on Deficiencies. In accordance
with OMB Circular No. A-123, “Management
Accountability and Control”, if a deficiency
in controls is judged by the agency head to
be material when weighed against other
agency deficiencies, it shall be included in
the annual FMFIA report. Less significant
deficiencies shall be reported and progress
on corrective actions tracked at the
appropriate agency level.

c. Summaries of Security Plans. Agencies
shall include a summary of their system
security plans and major application plans in
the strategic plan required by the Paperwork
Reduction Act (44 U.S.C. 3508).

B. Descriptive Information

The following descriptive language is
explanatory. It is included to assist in
understanding the requirements of the
Appendix.

The Appendix re-orients the Federal
computer security program to better respond
to a rapidly changing technological
envi. It establishes gover: ide
responsibilities for Federal computer security
and requires Federal agencies to adopt e
minimum set of management controls. These
management controls are directed at

management authorization. The Appendix
requires that these management controls be
applied in two areas of management
responsibility: one for general support
systems and one for major applications.
The terms “general support system™ and
“major application” were used in OMB
Bulletins Nos. 88-16 and 90-08. A general _
support system is ‘‘an interconnected set of
information resources under the same direct
management control which shares common
functionality.” Such a system can be, for
example, a local area network (LAN)
including smart inals that supports a

individual information technology users in
order to reflect the distributed nature of
today’s technology.

For security to be most effective, the
controls must be part of day-to-day
operations. This is best accomplished by
planning for security not as a separate
activity, but as an integral part of overall
planning.

“Adequate security” is defined as “security
commensurate with the risk and magnitude
of harm resulting from the loss, misuse, or
unauthorized access to or modification of
information.” This definition explicitly
emphasizes the risk-based policy for cost-
effective security established by the
Computer Security Act.

The Appendix no longer requires the
preparation of formal risk analyses. In the
past, substantial resources have been
expended doing complex analyses of specific
risks to systems, with limited tangible benefit
in terms of improved security for the
systems. Rather than continue to try to
precisely measure risk, security efforts are
better served by generally assessing risks and
taking actions to manage them. While formal
risk analyses need not be performed, the
need to determine adequate security will
require that a risk-based approach be used.
This risk assessment approach should
include a consideration of the major factors
in risk management: the value of the system
or application, threats, vulnerabilities, and
the effectiveness of current or proposed
safeguards. Additional guidance on effective
risk assessment is available in “An
Introduction to Computer Security: The NIST
Handbook™ (March 16, 1995).

Discussion of the Appendix's Major
Provisions. The following discussion is
provided to aid reviewers in understanding
the changes in emphasis in the Appendix.

Automated Information Security Programs.
Agencies are required to establish controls to
assure adequate security for all information
processed, transmitted, or stored in Federal
automated information systems, This
Appendix emphasizes management controls
affecting individual users of information
technology. Technical and operational
controls support management controls. To be
effective, all must interrelate. For example,
authentication of individual users is an
important management control, for which
password protection is a technical control.
However, password protection will only be
effective if both a strong technology is
employed, and it is managed to assure that
it is used correctly.

Four controls are set forth: assigning
responsibility for security, security planning,
periodic review of security controls, and

branch office, an agency-wide backbone, a
communications network, a departmental
data processing center including its operating
system and utilities, a tactical radio network,
or a shared information processing service
organization. Normally, the purpose of a
general support system is to provide
processing or communications support.

A major application is a use of information
and information technology to satisfy a
specific set of user requirements that requires
special management attention to security due
to the risk and magnitude of harm fesulting
from the loss, misuse or unauthorized access
to or modification of the information in the
application. All applications require some
level of security, and adequate security for
most of them should be provided by security
of the general support systems in which they
operate. However, certain applications,
because of the nature of the information in
them, require special management oversight
and should be treated as major. Agencies are

d to exercise jud,
in determining which of their applications
are major.

The focus of OMB Bulletins Nos. 8816
and 90—08 was on identifying and securing
both general support systems and
applications which contained sensitive
information. The Appendix requires the
establishment of security controls in all
general support systems, under the
presumption that all contain some sensitive
information, and focuses extra security
controls on a limited number of particularly
high-risk or major applications.

a. General Support Systems. The following
controls are required in all general support
systems:

(1) Assign Responsibility for Security. For
each system, an individual should be a focal
point for assuring there is adequate security
within the system, including ways to
prevent, detect, and recover from security
problems. That responsibility should be
assigned in writing to an individual trained
in the technelogy used in the system and in
providing security for such technology,
including the management of security
controls such as user identification and
authentication.

(2) Security Plan. The Computer Security
Act requires that security plans be developed
for all Federal computer systems that contain
sensitive information. Given the expansion of
distributed processing since passage of the
Act, the presumption in the Appendix is that
all general support systems contain some
sensitive information which requires
protection to assure its integrity, availability,
or confidentiality, and therefore all systems
require security plans.




6442

83

Federal Register / Vol. 61, No. 34 / Tuesday, February

20, 1996 / Notices

Previous guidance on security planning
was contained in OMB Bulletin Ne. 90-08.
This Appendix supersedes OMB Bullstin 80
08 and expands the coverage of security
plans from Bulletin 90-08 to include rules of
individual behavior as well as technical
security, Consistent with OMB Bulletin 90~
08, the Appendix directs NIST to update and
expand security planning guidance and issue
it as a Federal Information Processing
Standard [FIPS}) In the interim, agencies
should continue to use the Appendix of OMB
Bulletin No. 90-08 as guidance for the
technicat portion of their security plans.

The Appendix cantinues the requirement
that independent advice and comrent on the
security plan for each system be sought. The
intent of this requirement is to improve the
plans, foster communication between
managers of different systems, and promote
the sharing of security expertise.

This Append:x also continues the
requirement from the Computer Security Act
that summaries of security plans be included
in agency strategic information resources
management plans. OMB will provide
additional guidance about the contents of
those strategic plans, pursuant to the
Paperwork Reduction Act of 1995,

The follewing specific security controls
should be included in the security plan for
a general suppert system:

{a} Rules. An important new requirement
for security plans is the establishment of a set
of rules of behavier for individual users of
each general support system. The(e mles
should clearly

security practice of all employees who are
involved with thé management, use or
operatien of a Federal computer system
within or under the supervision of the
Federal agency. This includes contractors as
well as employees of the agency. Access
providsd to members of the public should be
constrained by controls in the applications
through which access is allowed, and
training should be within the context of those
controls. The Appendix enforces such
mandatory training by requiring its
completion prior to granting access to the
system. Each new user of a general support
system in some sense introduces a risk toall
other users. Therefore, each user should be
versed in acceptable behavior—the rules of
the system—before being allowed to use the
systern. Training should also inform the
individual how to get help in the event of
difficulty with using or security of the
system.

Training should be tajlored to what a nser
needs to know to use the system securely,
given the nature of that use. Training may be
presented in stages, for exarnple as more
access is granted. In some cases, the training
should be in the form of classroom
instruction. In other cases, interactive
computer sassmns or weﬂ~wr)tten and

ay be
dependmg on the risk and magmtude of

Over time, attention to security tends o
dissipate. In addition, changes t a system
may uecessxtale 2 change in the rules or user

. T

and expectations for all individuals thh
access to the systern. They shoul

consistent with system-specific policy as
described in “An Introduetion to Computer
Security: The NIST Handbook” {March 18,
1995). In addition, they should state the
conseguences of non-compliance. The rules
should be in writing and will form the hasis
for security awareness and {raining.

The development of rules for a system
must take into consideration the needs of all
parties who use the system. Rules should be
as stringent as necessary tn provide adequate
security. Therefore, the acceptable level of
risk for the systern must be established and
should form the basis for determining the
rules.

Rules shonld cover such matters as work
at home, dial-in access, connection to the
Internet, use of copyrighted works, unofficlal
use of government equipment, the
ass1gnn‘ent and hmxtatwn of swtem

Often mles sheuld reflect tech secu;:ity

herefore, individuals should
penod«cally have refresher training to assure
that they continue to understand and abide
by the applicable rules.

To assist agencies, the Appendix requires
NIST, with assistance from the Office of
Personnel Management (OFM), to update its
existing guidance. It also proposes tgat OpPM
assure that its rules for computer security
training for Federal civilian employees are
effective.

(c} Personnel Controls, Tt has long been
recognized that the greatest harm has come
from authorized individuals engaged in
improper activities, whether intentional or
accidental. In every general support system,
a number of technical, operational, and
management controls are used to prevent and
detect harm. Such contrels include
individual accountability, “least privilege,”
and separation of duties.

Individual accountability consists of
holding someone responsibie for his or her
aciions, In a general support system,
ity is normally accomplished by

controls in the system. For example, rules
regarding password uge should be ¢

identifying and authenticating users of the
system and sub ly tracing actions on

with technical password features in the
systemn. Rules may be enforced thmugh

iy related
to the system (e g loss of system privileges}
or through more general sanctions as are
imposed for violating ather rules of conduct.
In addition, the rules should specifically
address restaration of service as a concern of
all users of the system,

(b} Training. The Computer Security Act
requires Federal agencies to provide for the
‘mandatory periodic: training in computer
security awareness and accepted computer

the system to the user who initiated ther.
This may be done, for example, by looking
for patterns of behavior by users.

Least privilege is the practice of restricting
a user’s access (to data files, to processing
capability, or to peripherals) or type of access
(read, write, execute, delete) ta the minimurn
necessary to perform his or her job.

Separation of duties is the practice of
dividing the steps in a critical function
among different individuals. For exampls.
one system programmer can create a critical
piece of operating system code, while

another authorizes its implementation. Such
a control keeps a single individual from
subverting a critical process.
Nevertheless, in some instances,
individuals may be given the ability 1o
bypass some sxgmﬁcant technical and
operational controls in order to perform
system admxmmanon and maintenance
. LAN admi; or
systems pmgrammers)v Screening such
individuals in posiﬁons of n—ust will

management controls, pamcu larly where the
risk and magniwde of harm is high.

(d} Incident Response Capability. Security
incidents, whether caused by viruses,
hackers, or software bugs, are becoming more
common, When faced with a security
incident, an agency should be able to
respond in a manner that both protects its
own information and helps to protect the
information of others who might be affected
by the incident. To address this concern,
agencies should establish formal incident
respouse mechanisms. Awareness and
training for individuals with access to the
system should include how to use the
system’s incident respense capability,

To be fully effective, incident handling
must also include sharing information
concerning common vulnerabilities and
threats with those in other systems and other
agencies. The Appendix directs agencies to
effectuate such sharing, and tasks NIST o
coordinate those agency activities
government-wide,

The Appendix also directs the Department
of Justice to provide appropriate guidance on
pursuing legal remedies in the case of setious
incidents.

(e} Continuity of Support. Inevitably, there
will be service interruptions. Agency plans
should assure that there is an ability to
recover and provide service sufficient to meet
the minimal needs of users of the system,
Manual procedures are generally NOT a
viable back-up option. When automated
support is not available, many functions of
the organization will effectively cease.
Therefore, it is important to take cost-
effective steps to manage any disruption of
service

Decisions on the level of service needed at
any particular time and on priorities in
service restoration shonld be made in
consultation with the users of the system and
incorporated in the system rules. Experience
has shown that recovery plans that are
periodicaily tested are substantially more
viable then those that are not. Moreover,
untested plans may actually create a false
sense of security.

(£} Technical Security. Agencies should
assure that sach system appropriately uses
effective security products and techniques,
consistent with standards and guidance from
NIST. Often such techniques will correspond
with system rules of behavior, such as in the
proper use of password protection.

The Appendix directs NIST to continue to
issue computer security guidance to assist
agencies in planning for and using technical
security products and techniques. Until such
guidance is issued, however, the planning
guidance included in OMB Bulletin 90-08
can assist in determining teckaiques for
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effective security in a system and in
addressing technical contrals in the security
plan.

{g} System Interconnection. In order for a
community to effectively manage risk, it
must control access to and from other
systems. The degree of such control should
be established in the rules of the system and
all participants should be made aware of any
limitations on outside access. Technical
controls to accomplish this should be put in
place in accordance with guidance issued by
NIST.

There are varying degrees of how
connected a system is. For example, some
systems will choose to isolate themselves,
others will restrict access such as allowing
only e-mail connections or remote access
only with sophisticated authentication, and
others will be fully open. The management
decision to interconnect should be based on
the availability and use of technical and non-
technical safeguards and consistent with the
acceptable level of risk defined in the system
rules.

(3) Review of Security Controls. The
security of a system will degrade over time,
as the technology evolves and as people and
procedures change. Reviews should assure
that management, operational, personnel,
and technical controls are functioning
effectively. Security controls may be
reviewed by an independent audit or a self
review. The type and rigor of review or audit
should be ¢ urate with the bl
level of risk that is established in the rules
for the system and the likelihood of learning
useful information to improve security.
Technical tools such as virus scanners,
vulnerability assessment products (which
look for known security probl

official will normally have general
responsibility for the ofganization supported
by the system.

Management authorization should be based
on an assessment of management,
operational, and technical contrals. Since the
security plan establishes the security
controls, it should form the basis for the
authorization, supplemented by more
specific studies as needed. In addition, the
periodic review of controls should also
contribute to future authorizations. Some
agencies perform “certification reviews™ of
their systems periodically. These formal
technical evaluations lead to a management
accreditation, or “authorization to process.”
Such certifications (such as those using the
methodology in FIPS Pub 102 “Guideline for
Computer Security Certification and
Accreditation™) can provide useful
information to assist management in
authorizing a system, particularly when
combined with a review of the broad
behavioral controls envisioned in the
security plan required by the Appendix.

Re-authorization should oceur prior to a
significant change in processing, but at least
every three years. It should be done more
often where there is a high risk and potential
magnitude of harm.

b. Controls in Major Applications. Certain
applications require special management
attention due to the risk and itude of

responsibilities and expected behavior of all
individuals with access to the application.
The rules should state the consequences of
inconsistent behavior. Often the rules will be
associated with technical controls
implemented in the application. Such rules
should include, for example, limitations on
Tangt i ol or

ata,
divulging information.

(b) Specialized Training. Training is
required for all individuals given access to
the application, including members of the
public. It should vary depending on the type
of access allowed and the risk that access
represents to the security of the application
and information in it. This training will be
in addition to that required for access toa
support system.

(¢} Personnel Security. For most major
applications, management controls such as
individual accountability requirements,
separation of duties enforced by access
controls, or limitations on the processing
privileges of individuals, are generally more
cost-effective personnel security controls
than background screening. Such controls
should be implemented as both technical
controls and as application rules. For
example, technical controls to ensure
individual accountability, such as looking for
patterns of user behavior, are most effective
if users are aware that there is such a

harm that could occur. For such applications,
the controls of the support system(s) in
‘which they operate are likely to be
insufficient, Therefore, additional controls
specific to the application are required. Since
the function of applications is the direct
manipulation and use of information,
controls for securing applications should

configuration errors, and the installation of
the latest patches), and penetration testing
can assist in the on-going review of different
facets of systems. However, these tools are no
substitute for a formal management review at
least every three years. Indeed, for some
high-risk systems with rapidly changing
technology, three years will be too long.

Depending upon the risk and magnitude of
harm that could result, weaknesses identified
during the review of security controls should
be reported as deficiencies in accordance
with OMB Circular No. A~123, “Management
Accountability and Control” and the Federal
Managers’ Financial Integrity Act.In .
particular, if a basic management control
such as assignment of responsibility, a
workable security plan, or management
authorization are missing, then consideration
should be given to identifying a deficiency.

(4) Authorize Processing. The autharization
of a system to process information, granted
by a management official, provides an
important quality control (some agencies
refer to this authorization as accreditation).
By authorizing processing in a system, a
manager accepts the risk associated with it.
Authorization is not a decision that should
be made by the security staff.

Both the security official and the
authorizing management official have
security responsibilities. In general, the
security official is closer to the day-to-day
operation of the system and will direct or
perform security tasks. The authorizing

protection of information and the
way it is manipulated.

(1) Assign Responsibility for Security. By
definition, major applications are high risk
and require special management attention.
Majér applications usually support a single
agency function and often are supported by
more than one general support system. It is
important, therefore, that an individual be
assigned responsibility in writing to assure
that the particular application has adequate
security. To be effective, this individual
should be knowledgeable in the information
and process supported by the application and
in the 1, operational
and technical controls used to protect the
application.

(2) Application Security Plans, Security for
each major application should be addressed
by a security plan specific to the application.
The plan should include controls specific to
protecting information and should be
developed from the application manager’s
perspective. To assist in assuring its viability,
the plan should be provided to the manager
of the primary support system which the
application uses for advice and comment.
This recognizes the critical dependence of
the security of major applications on the
underlying support systems they use.
Summaries of application security plans
should be included in strategic information
resource management plans in accordance
with this Circular.

(a) Application Rules. Rules of behavior
should be established which delineate the

1 control. If adeq audit or access
controls (through both technical and non-
technical methods) cannot be established,
then it may be cost-effective to screen
personnel, commensurate with the risk and
magnitude of harm they could cause. The
change in emphasis on screening in the
Appendix should not affect background
screening deemed necessary because of other
duties that an individual may perform.

(d) Contingency Planning. Normally the
Federal mission supported by a major
application is critically dependent on the
application. Manual processing is generally
NOT a viable back-up option. Managers
should plan for how they will perform their
mission and/or recover from the loss of
existing application support, whether the
loss is due to the inability of the application
to function or a general support system
failure. Experience has demonstrated that
testing a contingency plan significantly
improves its viability. Indeed, untested plans
or plans not tested for a long period of time
may create a false sense of ability to recover
in a timely manner.

(e) Technical Controls. Technical security
controls, for sxample tests to filter invalid
entries, should be built into each application.
Often these controls will correspond with the
rules of behavior for the application. Under
the previous Appendix, application security
was focused on the process by which
sensitive, custom applications were
developed. While that process is not
addressed in detail in this Appendix, it
remains an effective method for assuring that
security controls are built into applications.
Additionally, the technical security controls
defined in OMB Bulletin No. 90-08 will
continue, until that guidance is replaced by
NIST’s security planning guidance.

(f) Information Sharing. Assure that
information which is shared with Federal
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organizations, State and local governments,
sate]

where have acquired and

any of these controls should be idered a
defici pursuant to the Federal Manager’s

and the private sector is approp y
protected comparable to the protection
provided when the information is within the
application. Controls on the information may
stay the same or vary when the information
is shared with another entity. For example,
the primary user of the information may
require a high level of availability while the
secondary user does not, and can therefore
relax some of the contrals designed to
maintain the availability of the information.
At the same time, however, the information
shared may require a level of confidentiality
that should be ded to the d

Financial Integrity Act and OMB Circular No.
A-123, “Management Accountability and
Control.”

The review envisioned here is different
from the system test and certification process
required in the current Appendix. That
process, however, remains useful for assuring
that technical security features are built into
custom-developed software applications.
While the controls in that process are not
specifically called for in this Appendix, they
remain in Bulletin No. 90-08, and are
T ded in appropriate circumstances

user. This normally requires notification and
agreement to protect the information prior to
its being shared.

(g) Public Access Controls. Permitting
public access to a Federal application is an
important method of improving information
exchange with the public. At the same time,
it introduces risks to the Federal application.
To mitigate these risks, additional controls
should be in place as appropriate. These
controls are in addition teo controls such as
“firewalls” that are put in place for security
of the general support system.

In general, it is more difficult to apply
conventional controls to public access
systems, because many of the users of the
system may not be subject to individual
accountability policies. In addition, public
access systems may be a target for mischief
because of their higher visibility and
published access methods.

Official records need to be protected
against loss or alteration. Official records in
electronic form are particularly susceptible
since they can be relatively easy to change or
destroy. Therefore, official records should be
segregated from information made directly
accessible to the public. There are different
ways to segregate records. Some agencies and
organizations are creating dedicated
information dissemination systems (such as
bulletin beards or World Wide Web servers)
to support this function. These systems can
be on the outside of secure gateways which
protect internal agency records from outside
access.

In order to secure applications that allow
direct public access, conventional techniques
such as least privilege (limiting the
processing capability as well as access to
data) and integrity assurances (such as
checking for viruses, clearly labeling the age
of data, or periodically spot checking data)
should also be used. Additional guidance on
securing public access systems is available
from NIST Computer Systems Laboratory
Bulletin *“Security Issues in Public Access
Systems” {May. 1993).

(3) Review of Application Controls. At least
every three years, an independent review or
audit of the security controls for each major
application should be performed. Because of
the higher risk involved in major
applications, the review or audit should be
independent of the manager responsible for
the application. Such reviews should verify
that responsibility for the security of the
application has been assigned, that a viable
security plan for the application is in place,
and that a manager has authorized the
processing of the application. A deficiency in

as technical controls.

(4) Authorize Processing. A major
application should be authorized by the
management official responsible for the
function supported by the application at least
every three years, but more often where the
risk and magnitude of harm is high. The
intent of this requirement is to assure that the
senicr official whose mission will be
adversely affected by security weaknesses in
the application periodically assesses and
accepts the risk of operating the application.
The authorization should be based on the
application security plan and any review(s)
performed on the application. It should also
take into account the risks from the general
support systems used by the application.

4. Assignment of Responsibilities. The
Appendix assigns government-wide
responsibilities to agencies that are
consistent with their missions and the
Computer Security Act.

a. Depariment of Commerce. The
Department of Comimerce, through NIST, is
assigned the following responsibilities
consistent with the Computer Security Act.

(1) Develop and issue security standards
and guidance.

(2) Review and update, with assistance
from OPM, the guidelines for security
training issued in 1988 pursuant to the
Computer Security Act to assure they are
effective.

(3) Replace and update the technical
planning guidance in the appendix to OMB
Bulletin 80-08 This should include guidance
on effective risk-based security absent a
formal risk analysis.

{4) Provide agencies with guidance and
assistance concerning effective controls for
systems when interconnecting with other
systems, including the Internet. Such
guidance on, for example, so-called
“firewalls” is becoming widely available and
is critical to agencies as they consider how
to interconnect their communications
capabilities.

{5) Coordinate agency incident response
activities. Coordination of agency incident
response activities should address both
threats and vulnerabilities as well as improve
the ability of the Federal government for
rapid and effective cooperation in response
to serious security breaches.

{8) Assess security vulnerabilities in new
information technologies and apprise Federal
agencies of such vulnerabilities. The intent of
this new requirement is to help agencies
understand the security implications of
technology before they purchase and field it.
In the past, there have been too many

implemented technology, then found out
about vulnerabilities in the technology and
had to retrofit security measures. This
activity is intended to help avoid such
difficulties in the future.

b. Department of Defense. The Department,
through the National Security Agency,
should provide technical advice and
assistance to NIST, including work products
such as technical security guidelines, which
NIST can draw upon for developing
standards and guidelines for protecting
sensitive information in Federal computers.

Also, the Department, through the National
Security Agency, should assist NIST in
evaluating vulnerabilities in emerging
technologies. Such vulnerabilities may
present a tisk to national security
information as well as to unclassified
information.

c. Department of Justice. The Department
of Justice should provide appropriate
guidance to Federal agencies on legal
remedies available to them when serious
security incidents occur. Such guidance
should include ways to report incidents and
cocperate with law enforcement.

In addition, the Department should pursue
appropriate legal actions on behalf of the
Federal government when serious security
incidents occur.

d. General Services Administration. The
General Services Administration should
provide agencies guidance for addressing
security considerations when acquiring
information technology products or services.
This continues the current requirement.

In addition, where cost-effective to do so,
GSA should establish government-wide
contract vehicles for agencies to use to
acquire certain security services. Such
vehicles already exist for providing system
back-up support and conducting security
analyses,

GSA should also provide appropriate
security services to assist Federal agencies to
the extent that provision of such services is
cost-effective. This includes providing, in
conjunction with the Department of Defense
and the Department of Commerce,
appropriate services which support Federal
use of the National Information Infrastructure
(e.g.. use of digital signature technology).

e. Office of Personnel Management. In
accordance with the Computer Security Act,
OPM should review its regulations
concerning computer security training and
assure that they are effective.

In addition, OPM should assist the
Department of Commerce in the review and
update of its computer security awareness
and training guidelines, OPM worked closely
with NiST in developing the current
guidelines and should work with NIST in
revising those guidelines.

f. Secarity Policy Board. The Security
Policy Board is assigned responsibility for
national security policy coordination in
accordance with the appropriate Presidential
directive. This inciudes policy for the
security of information technology used to
process classified information.

Circular A-130 and this Appendix do not
apply to information technology that
supports certain critical national security
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missions, as defined in 44 U.S.C. 3502 (9}
and 10 17.8.C. 2315, Policy and procedural
requiraments for the security of national
security systems {telecommunications and
information systems that contain classified
information or that suppart those critical
national security missions {44 U.8.C. 3302 {9)
and 10 U.8.C. 2315}} is assigned to the
Departmant of Defense pursusnt to
Presidential directive. The Circular clarifies
that information classified for national
security purposes should alsc be handied in
accordance with appropriate nationsl

U.8.C. 759 note}; the Budget and Accounting
Act of 1621 {31 U.S.Cl 1 ot seq.); and
Executive Order No. 12046 of March 27,
1978, and Executive (rder No. 12472 of
April 3, 1984, Assignment of National
Security and Emergency
Telecommunications Functions. The Cironlar
complements 3 CFR Part 1326, Controlling
Paperwork Burden on the Public, which
fmplements other Sections of the PRA
dealing with controlling the reporting and
recordkesping hurden placed on the public.
in addition, the Circular revises and

security directives. Where

information is required to be protected by
more stringent security requirements, those
requirements should be followsd rather than
the requirements of this Appendix.

§. Reports. The Appendix requires agencies
to provide two reports to OMB:

The first is 2 requirernent that agencies
report security deficiencies and material
weaknesses within their FMFIA reporting
mechanisms as defined by OMB Circular No.
A-123, “Management Accountability and
Control,” and take corrective actions in
sccordance with that directive.

The second, defined by the Computer
Security Act, requires that a summary of
agency security plans be included in the

plant
required by the Paperwork Reduction Act.

Appendix IV to OMB Circular No. A~130-
Analysis of Key Sections

1. Purpose
The purpose of this Appendix is to provide

a general context and explanation for the
comtents of the key Sections of the Cireular
2. Background

The Paperwork Reduction Act (PRA] of
1980, Public Law 96-511. as amended by the
Paperwork Reduction Act of 1995, Public
Law 104~13, codified at Chapter 35 of Title
44 of the United States Code, establishes a
‘broad mandate for agencies to perform their
information activities in an efficient,
effective, and economical manner. Sec:ion
3504 of the Act provides authority to the

i policy and in seven
previous OMB directives and rescinds those
directives, as follows:

A~3—Government Publications.

A~71--Responsibilities for the
Administration and Management of
Automatic Data Processing Activities
Transmittal Memorandum No. 1 to Cireular
No. A~71-—Security of Federal Automated
Information Systeras.

A~90-Cooperating with State and Local
Governments to Coordinats and Inmprove
Information Systems.

A-108~—Responsibilities for the
Maintenance of Records about Individuals by
Federal Agencies

A~134-~Management of Federal
Audiovisual Activities

A~121~Cost Accounting, Cost Recovery,
and Interagency Sharing of Data Processing
Facilities
3. Analysis

Section 8, Definitions, Access and
Dissemination. The original Circular No. A~
130 distinguished between the terms “access
to information” and “dissemination of
informaliﬁn in order separats statutory

of the public to maintain information or to
disclose it to the public, Sound information
resources management dictates that agencies
consider the costs and benefits of a full range
of alternatives to meet government objectives,
In some cases, there is no need for the
government actually to collect the
information itsell, only to assure that it is
made publicly available. For example, banks
insured by the FDIC must provide statements
of financial condition to bank customers on
request. Particularly when information is
available In electronic form, networks make
the physical location of information
increasingly irrelevant.

The inclusion of information created,
collected, processed, disseminated, or
disposed of for the Federat Government in
the definition of “government information™
does not imply that respounsibility for
implementing the provisions of the Circular
itself extends beyond the executive agencies
w other entitles. Such an Interpretaion
would be inconsistent with Section 4,
Applicability, and with existing law. For
exarnple, the courts have held that requests
o Fecgela‘ agencigs for release of information
under the FOIA do not always extend to
those performing information activities under
grant or contract to a Federal agency.
Similarly, grantess may copyright
information where the government may not.
Thus the information responsihilities of
graniees and contractars are not ideatical to
those of Federal agencies except to the extent
that the agencies make them so in the
underlying grants or contraats. Similarly,

agency information o
responstbilities do not emend to other
entities.

Information Dissemination Product. This
nance defines the term “information

from policy teration

first term meaans giving members of the
public, at their request, inf to which

roduct™ to include all
mformanon that is disseminated by Federal

they are entitled by a law such as the FOIA,
The latter means actively distributing
information to the public at the initlative of
the agency. The distinction appeared useful
at the time Circular No. A~130 was written,
because it allowed OMR te focus discussion
on Federal agencies’ responsibilities for

Lirector, OMB, to develop and implement
uniforms and information C
manggement policies; oversee the
development and promote the use of
information management principles,
standards, and guidelines; evaluate agency
information management practices in order
o detarmme their adequacy and sfficiency.
and d: 1 ofsuchp

actively distributing information. However,
popular usage znd evolving technology have
blurred differsnces between the terms
“access” gnd “dissemination” and readers of
the Circular were confused by the
distinction. For exarmple, if an agency
“disseminates’ information via an or-line

with the policies, prmcmles‘ standards, and
guidelines promulgated by the Director.

The Circular implements OMB authority
under the PRA with respect te Section
35040}, general information 3

system, one speaks of permitting
ugers to “access” the information, and o~
line “access” becomes a form of
*dissemination.”

Tth the revision defines eniv the term
** Special

agencies. While the provision of access 1o on-
line databases and search software included
on compact disk, read-only memory {CD-
ROM] are often valled information services
rather than products, there is no clear
distinction and, moreover, no real difference
for policy purposes between the two, Thus,
the term “information dissemination
product apg)hes to hoth products and

services, and makes no distinction based on
how the information is delivered.

Section 8a(1), Information Management
Planning, Parsllel to new Section 7, Basic
Considerations and Assumptions, Section 8a
begins with information resources
management plarning. Planning is the
process of establishing a course of action to
achieve desired results with available
resources. Flanners translate organizational
missions inte speciﬁc goals and, in turn, into

management policy, Section 3504(d),
information dissemination, Section 3504(8,
records management, Section 3504(g),
privacy and security, and Section 3504{h),
information technology. The Circular also
implements certain provisions of the Privacy
Act of 1974 (5 U.S.C. 3528); the Chief
Financial Officers Act (31 US.C. 3512 8t
seq.); Sections 111 and 206 of the Federal
Property and Admiristrative Services Act of
1949, as amended (40 U.S.C, 759 and 487,
respectively); the Computer Security Act (40

based on aceess statutes such as the Pmacy
Act and the FOIA are explaived in context,
Governtent Information. The definition of
“government information” includes
information created, collected, processed,
disseminated, or disposed of bath by and for
the Federal Government. This recognizes the
increasingly distributed natere of
informatisn in electronic envirenments,
Many agencies, in addition to collecting
information for government use and for
dissemnination ta the public, require members

The PRA introduced the cancept of
information and the
principle of information as an institational
resource which has both value and associated
costs. Information resources management is a
teol that managers use to achieve agency
objectives, {nformation resources
management Is successful if it snables
managess to achieve agency objectives
efficiently and effectively,

Information resources management
planning is an integral part of overall mission
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planning, Agencies need to plan from the
ouset for the steps in the nformation life
cycle. When creating or collecting
information, agencies must plan how they
will process and transmit the information,
how they will use it, how they will protect
its integrity, what provisions they will make
for access to it, whether and how they will
disseminate it, how they will store and
retrieve i, and finally, how the informstion
will ultimately be dispased of. They must
also plan for the effects their actions and
programs will have on the public and State
and local governments.

The Role of State and Local Governments,
OMB made additions at Sectmns 7a, 7e, and
7}, Basic Considerations s fons,

of information be carried out in an efficient,
effective, and econvmical manner. When
Federal agencies create or rollect
mferma:;on—;t.st as whan they perform any
other program functi {

Section 8a{4). Records Management.
Section 8a{4) begins with the fundamental
requxremem for Federal records management,
nam nely, that agencies create and keep

ey
scarce resources. buch activi ties must be
continually i for their rel o

proper of their
activities. Fedeml agencies cavmot CarTy out
their mi i and

agency missions.
Agencies must justify the creation or
collection: of information based on their
statutory funcuons Pollcv 8a(2)

Tesponsive manner without adequaw

recordkeeping. Section 7h articulates the

basic considerations concerning records
Policy conegrning

nt are alse interwoven

uses the j
{or the proper performance of the f\mcnons
of the agency”—established by the PRA {44
U.S.C. 3508). Furthermore, the policy
inchudes the that the

ren:urds

particularly in
subsections on pla*mmv Sa{1}(j]}
information dissemination (8a(b}}, and
fi (8a(9}).

Section 8a, 1

concerning State and local m)vemmenta and
also in pehcv Statements at Sections sa{1}{r),
3)(1), (SMd}{iis), and (8}{e).

State and local governments, and tribal
governrents, cooperats as major partuers
with the Federal Government in the
collaction, pracessing, and dissemination of
jnformation, For example State governments
are the principal and/ar
of information in the areas o" hea!tﬁ welfare,

ion have practical utility, as defined
in the PRA {44 U.SL. 3502(11)) and
elaborated in 5 CFR Part 1320. Practical
utility includes such qualities of information
as accuracy, adequacy, and reliability. in the
case of general purpose statistics or
recordkeeping, practical utility means that
actual uses can be demanstrated (5 CFR
1320.3(1}}. It should be noted that OMB’s
intent in placing emphasxs on reducmg

burden in coll

education, labor markets, transportation, the
environment, and criminal fustice. -

The States supply the Federal Government
wy.b data on aid to families wnh dependent

dicare; school

staffing, and financing; statistics on bisths,
deaths, and infectious diseases; population
related data that form the basis for national
estimates; employment and labor market
data; and data used for census geography.
Natjonal information resources are greatly
enhanced through these major cooperating
atforts.

Federal sgencies need to be sensitive to the
role of State and local govemments.
tribal go
and in managing mfurmauen

an emphasis consistent with the Act, is not
1o diminish the importance of coliecting
informativn whenever agencies have
legitimate program reasons for doing so.
Rather, the concern i¢ that the burdens
imposed should not excead the benefits to be
derived from the information. Moreover, if
the same benefit can be obtained by
alternative means that impose a lesser
burden, that altemative should be adopted.
Section 8a(3). Electronic Tnformation
Collection. Section 71 articulates a basic
assumption of the Circular that modem
information technology can help the
government provide better service to Ihe

Records support the immediate needs of
government—administrative, legal, fiscal—
and ensure its continuity. Records are
essential for protecting the rights and
interests of the public, and for monitoring the
work of public servants. The government
needs records to ensure accountability to the
public which includes making the
inforration available to the public,

Each stage of the information life cycle
carries with it records management
responsibilities. Agencies need to record
their pians ca:efuhy dncumem :h‘e content
an ction.
ensure proper documnmanon as 2 feature of
every information syster. keep records of
dissemination programs, and, finally, ensure
that records of permanent value are
preserved.

Preserving records for future generations is
the archival mission. Advances in technology
affect the amount of inforreation that can be
created and saved, and the ways this
information can be made available,
Technological advances can ease the task of
records management; however, the rapid
pace of change in modern fechnology makes

When planning, designing, snd carrying out
information collections, agancies should
systematically consider what effect their
activities will have on cities, counties, and
States, and take steps to involve these
governments as appropriate. Agencies should
ensire that their information collections
impose the minimum burden and do not
duplicate or conflict with loeal efforts or

“While some information collections may not
be good candidates for electronic techniques,
many are. Agencies with major electronic
information collection programs have found
that automated information collections allow
them to meet program ob)ecnves more

other Federal agency
mandates. The goal is that Federal agencxes
routinely integrate State and local
government concerns into Federal

mlerc*xange (EDI) sud related standards foa
the electranic exchange of information will
ease and ing of routine

2 publiv through imp aboat
government p B One p 2t usefui ef ‘ecmciogy crmcal to records management.
of Ao 15 in Ine the recards manager must be
the government's of i concernad with preserving valuable

electronic records in the context of 4
constantly changing technological
environment,

Records schedules are essential for the
appropriate maincenance and disposition of
records. Records schedules must be prepared
i1 @ tinely fashion. implement the General
Records Schedules issued by the National
Archives and Records Administration, be

bust ion ink fon such as

information
This goal is consistent with standards for
State and local government review of Federal
policies and programs.

Training, Training is particularly important
in view of the changing nature of information
resources management. Decentralization of
information technelogy has placed the
management of automated information and
information technology directly in the hands
of nearly ail agency personnel rather than in
the hands of a few employess at centralized
fac:htles. Agencies must plan fm'

ing policies and p

invoices, purchase orders, price information,
bills of lading, health insurance claims, and
other cormon commercial documents. EDT
holds similar promise for the routine filing of
regulatory information such as tariffs,
enstoms derlarations, licensa applications,
tex information, and envirormental reports.
Benefits to the public and agencies from
electronic infomzatmn collection appear
methods of collect!
reduce paperwork burden, reduce errors,
facilitate validation, and provide increased
i and mare timely receipt of

xegardzng computer se»:unt} records
management, protection of privacy, and other
safeguards into the iraining of every
eraployee and contractor.

Section 8a(2}. Information Collection, The
PRA requires that the creation or collection

benefits.

The policy in Section 8a{3) encourages
agencies to explore the use of automated
techniques for collection of information, and
sets forth conditions conducive to the use of
those techniques.

approved by the Archivist of the United
States, and be kept accurate and current. {See
44 U.8.0. 3301 et seq.] The National Archives
and Records Administration and the General
Services Administration provide guidance
and assistance to agencies in implementing
records management responﬂbllmes. They
also evaluate agencies’ records management
programs to determine the extent to which
they are appropriately implementing their
records management responsibilities,

SBections 8a{5] and 8a(6). Information
Dissemination Policy. Section 8a(5). Eyery
ageacy has a resporsibility to inform the
public within the context of its mission. This

ihility requires that

distribute information at the agency’s
initiative, rather than merely responding
when the public requests information.

The FOIA requires each agency to publish
in the Federal Register current descriptions
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of agency organization, where and how the
pubhc may obtain mfomahovx the general
and p

which agency functions are determined, rules
of procedure, descriptions of forms and how
to obtain them, substantive regulations,
statements ol general policy, and revisions to
all the foregoing (8 U.S.C. 552(a)(1)). The
Privacy Act also requires publication of
information congerning “systems of records”™
whick: are records retrieved by individual
identifier such as name, Social Security
Number, or fingerprint. The Governmment in
the Sunshine Act reguires agencies to
publish meeting announcements {8 U.S.C
552b (=){(1)). The PRA (44 U.8.C. 3507(a)(2))
and its implementing regulations {5 CFR Part
1320) require agencies to publish natices
when they submit information collection
requests for OMB approval. The public's
right of access to government information
under these statutes is balanced against other
concerns, such as an individual's right to
privacy and protection of the government’s
deliberative process.

As agencies salisfy these

equitably and in a timely manner. The word
“equal” was removed from this Section since
there may be i whers, for

aiready been met by others in the public or
private sector. Agenciss have a respansxb)htv
net ta und the existing d ¥ o

an agency determines that its mission
includes disseminating information to certain
specific groups or members of the public, and
the agency determines that user charges will
constitute a significant barrier to carrying out
this responsibility.

Section Sa(s](d](m), requxring agencws lo

information sources.

At the same time, an agency's
responsibility to inform the public méay he
independent of the availability or potential
availability of a similar information
dissemination product. That is, even when
another governmental or private entity has

take advantage of all d
recognizes that information reaches the
public in many ways. Few persons may resd
a Federal Register notice describing an
egency action, but those faw aay be major
secondary disseminators of the &

offered an information di ion product
identical or similar to what the agency would
produce, the agency may conclude that it
nenstheless has a responsibility to
dlsvemmate s own product. Agencies
should such & of

They may be affiliated with publishers of
newspapers, newsletters, periadicals, or
books; affiliated with an-line database
providers; or specialists in certain
information fields. While millions of
information users in the public may be
affected by the agency's action, only a
handful may have direct contact with the
agency 's own inf n

duplication but could reach such a
conclusion because legal considerations
require an official government information
dissemination produst.

Section 8a(6){c) makes the Circular
consistent with current practice {See OMB
Bulletins 8815, 89-15, 9009, and 91-16},
by requiring agencies to establish and
in inventories of information

Asa delib strategy, &

i ination p cts. {These bulletins

they provide the public basic information
about government activities. Other statutes
direct specific agencies o issve specific
information dissemination products or to
conduct information dissemination
programs. Beyond generic and specific
statutory requirements, agencies have
responsibilities to disseminate information as
a necsssary part of performing their
functions. For some agencies the
responsibility is made exphmt and sweepmg,
for

agencies should cooperate with the
information’s original creators, &5 well as
with secondary disseminatars, in order to
further information dissemination goals and
foster a diversity of information sources. An
adjunct respensibility to this strategy is
reflected in Section 8a(5)(d}{iv), which
directs agencies to assist the public in finding
government information. Agencies may
accomplish this, for example, by specifying
and dnssemmatmg ‘locator” information,
about coptent, format,

directed to . , .d‘ffuse amcmg peaple of the
United States, nseful information on subjects
connected with agriculure, . . 7 {7 US.C

2281} For other agencies, the il

uses and hmnancms, location, apd means of
access.

eliminated annual reporting to OMR of title-
by-title listings of publications and the
requivement for agencies to obtain OMB
approval for each new periodical.
Publications are now reviewed as necessary
during the normal budget review process.}
Inventories help other agencies and the
public identify information which is
availahle. This serves both to increase the
efficiency of the dissemination function and
to avoid unnecessary burdens of duplicative
information collections. A corollary,
enunciated in Section 8a{6){d}, is that
agencies can better serve public information

Section 8af5). Information Di

may be much more narrowly drawn.

Information disseminztion is alsoa
consequence of other agency activities.
Agency programs normally include an
organized effort to inform the public about
the program. Maost agencies carry out
programs that create or collect information
with the explicit or implicit intent that the
information will be made public.
Disseminating inforration is in many cases
the logical extension of information creation
or coliection.

In other cases, agencies may have
information that is not meant for public
dissemination but whick may be the subject
of requests from the public. When the agency
establishes that there is public demand for
the information and that it is in the public
interest to disseminate the information, the
agency may decide to disseminate it
automatically.

The policy in Section 3a{5){d) sets forth
several factors for agencies io take into
account in conducting their information
dissermination programs. Fnrst agen»xes must
balance two goals: i ful

System. This Section requires
agencies to maintain an informstion
dissemination management system which
can ensure the routine performence of certain
functions, including the essential functions
previously required by Circular No. A-3.
Smaller agencies need not establish elaborate
formal systems, so long as the heads of the
agencies can ensure that the functions are
being performed.

Subsection (8){a] carries over a requirement
fram OMB Circular No. A~3 that

needs by ing finding aids for locating
information produced by the agencies.
Finally, Section 8a{8){f) recognizes that there
will be situations where agencies may have
to take appropriate steps to ensure that
members of the public with disabilities
whom the agency has a responsibility te
inform have a reasonable ability to access the
information dissemination products.
Depository Library Program. Sections
Ba{6}{g} and {h} pertain to the Federal
Depository Library Program. Agenciss are to

5 are to be,

in the words of 44 ULS.C. 1108, ‘Becessary
in the transaction of the public business
required by law of the agency.” {Circular No.
A~130 uses the expression “necessary for the
proper performance of agency functions,”
which OMB considers to be equivalent to the
expression in 44 U.5.C. 1108,) The point is
that agencies should determine
systematically the need for each information
dissemination product,

Section 8a{8}{b} recognizes that to carry out
effective information dissemination
p . agencies need

ketplace in which their i

of the

to gnsure
with 44 U.8.C. 1902, which requires that
government publications {defined In 44
U.S.C. 1901 and repeated in Section 6 of the
Circular} be made available to depository
libraries through the Government Printing
Office {GPQ).

Depository libraries are major partners
with the Federal Government in the
dissemination of information and contribute
significantly to the diversity of information
sources available to the public. They provide
a mechanism for wide distribution of
zovernment information that guarantees basic
availability to the public. Executive branch

of the information to the govemmem and the
public, and minimizing the cost to bath.
Deriving from the basic purposes of the PRA
(44 U.8.C. 3501}, the two goals are frequently
in tension bscause increasing usefulness
usually costs more. Second, Section
8a(5)(d)(1) requires agencies to conduct
information dissemination programs

dissemination products are placed. They
need to know what other information
dissemination products users have available
in order to design the best agency product.
As agencies are constrained by finite budgets,
when there are several alternatives from
which to choose, they should not expend
public resources filling needs which have

support the dep library
program hoth as a matter of law and eu its
merits as & means of informing the public
about the government. On the other hand, the
law places the administration of depository
libraries with GPO. Agency responsibility for
the depository libraries is limited to
supplying government publications through
GPO.
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Agencies can improve their performance in
providing government publications as well as
electronic information dissemination
products to the depository library program.
For example, the proliferation of “‘desktop
publishing’ technolcgy in recent years has
afforded the opportuaity for many agencies
to produce their own printed documents.
Many such documents may properly belong
in the depository libraries but are not sent
because they are not printed at GPO. The
policy requires agencies to establish
management controls to ensure that the
appropriate documents reach the GPO for
inclusion in the depository library program.

At present, few agencies provide electronic
information di ion to the

expensive. In both cases, agencies should
consult with the GPO, in crder to identify
those information dissemination preducts
with the greatest public interest and utility
for dissemination. In all cases, however,
where an agency discontinues publication of
an information dissemination product in
paper format in favor of electronic formats,
the agency should work with the GPO to
ensure availability of the information

di n product to dep y
libraries.

Notice to the Public. Sections 8a(6)(i} and
(j) present new practices for agencies to
cobserve in communicating with the public
about mformahon dissemination. Among

’ responsibilities for dissemination is

depository libraries. At the same time, a
small but growing number of information
dissemination products are disseminated
only in electronic format.

OMB believes that, as a matter of pohcy,

an active knowledae of, and regular
consultation with, ‘the users of their
information dissemination products. A
primary reason for communication with
users is to gain their contribution to

electronic information di
products generally should be provlded to the
depository libraries. Given that production
and supply of information dissemination
products to the depository libraries is
primarily the responsibility of GPO, agencies
should provide appropriate electronic
information dissemination products to GPO
for inclusion in the depository library
program.

‘While cost may be a consideration,
agencies should not conclude without
investigation that it would be prohibitively
expensive to place their electronic
information dissemination products in the
depository libraries. For electronic
information dissemination products other
than on-line services, agencies may have the
option of having GPO produce the
information dissemination product for them,
in which case GPO would pay for depository
library costs. Agencies should consider this
option if it would be a cost effective
alternative to the agency making its own
arrangements for production of the
information dissemination product. Using
GPQ's services in this manner is voluntary
and at the agency’s discretion. Agencies
could also consider negotiating other terms,
such as inviting GPO to participate in agency
procurement orders in order to distribute the
necessary copies for the depository libraries.
With adequate advance planning, agencies
should be able to provide electronic
information dissemination products to the
depository libraries at nominal cost.

In a particular case, substantial cost may be
a legitimate reason for not providing an
electronic information dissemination product
to the depository library program. For
example, for an agency with a substantial
number of existing titles of electronic
information dissemination products,
furnishing copies of each to the depository
libraries could be prohibitively expensive. In
that situation, the agency should endeavor to
make available those titles with the greatest
general interest, value, and utility to the
public. Substantial cost could also be an
impediment in the case of some on-line
information services where the costs
associated with operating centralized
databases would make provision of unlimited
direct access to numerous users prohibitively

improving the quality and relevance of
government information—how it is created,
collected, and disseminated. Consultations
with users might include participation at
conferences and workshops, careful attention
to correspondence and

terminate the product. In all cases, however,
determination of what is a significant
information dissemination product and what
constitutes adequate notice are matters of
agency judgment.

Achieving Compliance with the Circular’s
Requirements. Section 8a(6}(k) requires that
the agency information dissemination
management system ensure that, to the extent
existing information dissemination policies
or practices are inconsistent with the
requirements of this Circular, an orderly
transition to compliance with the
requirements of this Circular is made. For
example, some agency information
dissemination products may be priced at a
level which exceeds the cost of
dissemination, or the agency may be engaged
in practices which are otherwise unduly
restrictive. In these instances, agencies must
plan for an orderly transition to the
substantive policy requirements of the
Circular. The information dissemination
management system must be capable of
identifying these situations and planning for
a reasonably prompt transition. Instances of
exlstmg agency practices which cannot

ly be brought into conformance

communications (e.g., logging and anal;
inguiries), or formalized user surveys.

A key part of communicating with the
public is providing adequate notice of agency
information dissemination plans. Because
agencies’ information dissemination actions
affect other agencies as well as the public,
agencies must forewarn other agencies of
significant actions. The decision to initiate.
terminate, or substantially modify the
content, form, frequency, or availability of
significant products should also trigger
appropriate advance public notice. Where
appropriate, the Government Printing Office
should be notified directly. Information
dissemination products deemed not to be
significant require no advance notice.

Examples of significant products (or
changes to them) might be those that:

(a) Are required by law; e.g., a statutorily
mandated report to Congress;

(b) Involve expenditure of substantial
funds;

(c) By reason of the nature of the
information, are matters of continuing public
interest; e.g., a key economic indicator;

(d) By reason of the time value of the
information, command public interest; e.g.,
monthly crop reports on the day of their
release;

(e) Will be disseminated in a new format
or medium; e.g., disseminating a printed
product in electronic medium, or
disseminating a machine-readable data file
via on-line access.

‘Where members of the public might
consider & proposed new agency product
unnecessary or duplicative, the agency
should solicit and evaluate public comments.
Where users of an agency information
dissemination product may be seriously
affected by the introduction of a change in
medium or format, the agency should notify
users and consider their views before
instituting the change. Where members of the
public consider an existing agency product
important and necessary, the agency should
consider these views before deciding to

ing

with the rec of the Circular are to
be addressed through the waiver procedures
of Section 10(b).

Section 8a(7). Avoiding Improperly
Restrictive Practices. Federal agencies are
often the sole suppliers of the information
they hold. The agencies have either created
or collected the information using public
funds, usually in furtherance of unique
governmental functions, and no one else has
it. Hence agencies need to take care that their
behavior does not inappropriately constrain
public access to government information,

‘When agencies use private contractors to
accomplish dissemination, they must take
care that they do not permit contractors to
impose restrictions that undercut the
agencies’ discharge of their information
dissemination responsibilities. The
contractual terms should assure that, with
respect to dissemination, the contractor
behaves as though the contractor were the
agency. For example, an agency practice of
selling, through a contractor, on-line access
to a database but refusing to sell copies of the
database itself may be improperly restrictive
because it precludes the possibility of
another firm making the same service
available to the public at a lower price. If an
agency is willing to provide public access to
a database, the agency should be willing to
sell copies of the database itself.

By the same reasoning, agencies should
behave in an even-handed manner in
handling information dissemnination
products. If an agency is willing to sell a
database or database services to some
members of the public, the agency should
sell the same products under similar terms to
other members of the public, unless
prohibited by statute. When an agency
decides it has public policy reasons for
offering different terms of sale to different
groups in the public, the agency should
provide a clear statement of the policy and
its basis.

Agencies should not attempt to exert
control over the secondary uses of their
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information dissemination products. In
particular, agencies should not establish
exclusive, restricted, or other distribution
arrangements which interfere with timely
and equitable availability of information
dissemination products, and should not
charge fees or royalties for the resale or
redissemination of government information.
These principles follow from the fact that the
law prohibits the Federal Government from
exercising copyright.

Agencies should inform the public as to
the limitations inherent in the mformahon
di ion product {e.g
errors, degree of relxabllny, and val)dlty] so
that users are fully aware of the quality and
integrity of the information. If circumstances
warrant, an agency may wish to establish a

by which di of the
agency s information may at lhen‘ option
have the data and/or i

User charges. Title 5 of the Independent
Offices Appropriations Act of 1952 (31 U.S.C.
9701) establishes Federal policy regarding
fees assessed for government services, and for
sale or use of government property or
resources. OMB Circular No. A~25, User
Charges, implements the statute. It provides
for charges for government goods and
services that convey special benefits to
recipients beyond those accruing to the
general public. It also establishes that user
charges should be set at a level sufficient to
recover the full cost of providing the service,
resource, or property. Since Circular No. A—
25 is silent as to the extent of its application
to government information dissemination
products, full cost recovery for information
dissemination products might be interpreted
to include the cost of collecting and
processing mformauon rather than just the

checked for accuracy and cemﬁed by the
agency. Using this method, redisseminators
of the data would be able to respond to the
demand for integrity from purchasers and
users. This approach could be enhanced by
the agency using its authority to trademark
its information dissemination product, and
requiring that redisseminators who wish to
use the trademark agree to appropriate
integrity procedures. These methods have the
possibility of promoting diversity, user
responsiveness, and efficiency as well as
integrity. However, an agency’s responsibility
to protect against misuse of a government
information dissemination product does not
extend to restricting or regulating how the
public actually uses the information.

The Lanham Trademark Act of 1946, 15
U.8.C. 1055, 1125, 1127, provides an efficient
method to address legitimate agency
concerns regarding public safety.
Specifically, the Act permits a trademark
owner to license the mark, and to demand
that the user maintain appropriate quality
controls over products reaching consumers
under the mark. See generally, McCarthy on
Trademarks, Sec. 18.13. When a trademark
owner licenses the trademark to another, it
may retain the right to control the quality of
goods sold under the trademark by the
licensee. Furthermore, if a licensee sells
goods under the licensed trademark in breach
of the licensor's quality specifications, the
licensee may be liable for breach of contract
as well as for trademark infringement. This
technique is increasingly being used to _
assure the integrity of digital information
dissemination products. For example, the
Census Bureau has trademarked its
topologically integrated geographic encoding
and referencing data product (“TIGER/
Line™), which is used as official source data
for legislative districting and other sensitive
applications.

‘Whenever a need for special quality
control procedures is identified, agencies
should adopt the least burdensome methods
and ensure that the methods chosen do not
establish an exclusive, restricted, or other
distribution arrangement that interferes with
timely and equitable availability of public
information to the public. Agencies should
not attempt to condition the resale or
redissemination of its information
dlsslemmanon products by members of the
public,

cost of ion. The policy in Section
8a(7)(c) clarifies the policy of Circular No. A—
25 as it applies to information dissemination
products, This policy was codified by the
Paperwork Reduction Act of 1995 at 35
U.8.C. Section 3506(d){4)(D).

Statutes such as FOIA and the Government
in the Sunshine Act establish a broad and
general obligation on the part of Federal
agencies to make government information
available to the public and to avoid erecting
barriers that impede public access. User
charges higher than the cost of dissemination
may be a barrier to public access. The
economic benefit to society is maximized
when government information is publicly
disseminated at the cost of dissemination.
Absent statutory requirements to the
contrary, the general standard for user
charges for government information
dissemination products should be to recover
no more than the cost of dissemination. It
should be noted in this connection that the
government has already incurred the costs of
creating and processing the information for
governmental purposes in order to carry out
its mission.

Underpinning this standard is the FOIA fee
structure which establishes limits on what
agencies can charge for access to Federal
records. That Act permits agencies to charge
cnly the direct reasenabie cost of search,
reproduction and, in certain cases, review of
requested records. In the case of FOIA
requests for information dissemination
products, charges would be limited to
reasonable direct reproduction costs alone.
No search would be needed to find the
product, thus no search fees would be
charged. Neither would the record need to be
reviewed to determine if it could be withheld
under one of the Act’s exemptions since the
agency has already decided to release it.
Thus, FOIA provides an information “safety
net” for the public.

While OMB does not intend to prescribe
procedures for pricing government
information dissemination products, the cost
of dissemination may generally be thought of
as the sum of all costs specifically associated
with preparing a praduct for dissemination
and actually disseminating it to the public.
When an agency prepares an information
product for its own internal use, costs
associated with such production would not
generally be recoverable as user charges on

subsequent dissemination. When the agency
prepares the product for public
dissemnination, and disseminates it, costs
associated with preparation and actual
dissemination would be recoverable as user
charges.

In the case of government databases which
are made available to the public on-line, the
costs associated with initial database
development, including the costs of the
necessary hardware and software, would not
be included in the cost of dissemination.
Once a decision is made to disseminate the
data, additional costs logically associated
with dissemination can be included in the
user fee. These may include costs associated
with modification of the database to make it
suitable for dissemination, any hardware or
software enhancements necessary for
dissemination, and costs d with
providing customer service or
telecommunications capacity.

In the case of information disseminated via
cd-rom, the costs associated with initial
database development would likewise not be
included in the cost of dissemination.
However, a portion of the costs associated
with formatting the data for cd-rom
dissemination and the costs of mastering the
cd-rom, could logically be included as part
of the dissemination cost, as would the cost
associated with licensing appropriate search
software.

Determining the appropriate user fee is the
responsibility of each agency, and involves
the exercise of judgment and reliance on
reasonable estimates. Agencies should be
able to explain how they arrive at user fees
which represent average prices and which,
given the likely demand for the product, can
be expecied to recover the costs associated
with dissemination.

When agencies provide custom tailored
information services to specific individuals
or groups, full cost recovery, including the
cost of collection and processing, is
appropriate. For example, if an agency
prepares special tabulations or similar
services from its databases in answer to a
specific request from the public, all costs
associated with fulfilling the request would
be charged, and the requester should be so
informed before work is begun.

In a few cases, agencies engaging in
information collection activities augment the
information collection at the request of, and
with funds provided by, private sector
groups. Since the 1920’s, the Bureau of the
Census has carried out, on request, surveys
of certain industries at greater frequency or
at a greater level of detail than Federal
funding would permit, because gathering the
additional information is consistent with
Federat purposes and industry groups have
paid the additional information collection
and processing costs. While the results of
these surveys are disseminated to the public
at the cost of dissemination, the existence
and availability of the additional government
data are special benefits to certain recipients
beyond those accruing to the public. It is
appropriate that those recipients should bear
the full costs of information collection and
processing, in addition to the normal costs of
dissemination.

Agencies must balance the requirement to
establish user charges and the level of fees
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charged against other palicies, specifically,
the proper performance of agency functions
and the need to ensure that information
dissemination products reach the public for
whom they are intended. If an agency
mission includes disseminating information
to certain specific groups or members of the
public and the agency determines that user
charges will constitute a significant barrier to
carrying out this responsibility, the agency
may have grounds for reducing or
eliminating its user charges for the
information dissemination product, or for
exempting some recipients from the charge.
Such reductions or eliminations should be
the subject of agency determinations on a
case by case basis and justified in terms of
agency policies.

Section 8a(8). Electronic Information
Dissemination. Advances in information
technology have changed government
information dissemination. Agencies now
have available new media and formats for
dissemination, including CD-ROM, electronic
bulletin boards, and public networks. The
growing public acceptance of electronic data
interchange {EDI) and similar standards
enhances their attractiveness as methods for
government information di ination. For

Finally, because electronic information is
more easily manipulated by the user and can
be tailored ta a wide variety of needs,
electronic information dissemination
products are more useful to the recipients.

As stated at Section 8a(1)(h), agencies
should use voluntary standards and Federal
Information Processing Standards to the
extent appropriate in order to ensure the
most cost effective and widespread
dissemination of information in electronic
formats.

Agencies can frequently make government
information more accessible to the public
and enhance the utility of government
information as a national resource by
disseminating information in electronic
media. Agencies generally do not utilize data
in raw form, but edit, refine, and organize the
data in order to make it more accessible and
useful for their own purposes. Information is
made more accessible to users by aggregating
data into logical groupings, tagging data with
descriptive and other identifiers, and
developing indexing and retrieval systems to
facilitate access 1o particular data within a
larger file. As a general matter, and subject

This Section also incorporates the
requirement of the Computer Security Act of
1987 that agencies plan to secure their
systems commensurate with the risk and
magnitude of loss or harm that could result
from the loss, misuse, or unauthorized access
to information contained in those systems. It
includes assuring the integrity, availability,
and appropriate confidentiality of
information. It also involves protection
against the harm that could occur to
individuals or entities outside of the Federal
Government as well as the harm to the
Federal Government. Appendix III prescribes
a minimum set of controls to be included in
Federal automated information resources
security programs and assigns Federal agency
responsibilities for the security of automated
information resources. The Section also
includes limits on collection and sharing of
information and procedures ta assure the
integrity of information as well as
requirements to adequately secure the
information. -

Incorporation of Circular No. A-114. OMB
Circular No. A-114, Management of Federal
Audiovisual Activities, last revised on March

to budgetary, security or legal
ies should make available such features

example, experiments with the use of
electronic bulletin boards to advertise
Federal contracting opportunities and to
receive vendor quotes have achieved wider
dissernination of information about business
opportunities with the Federal Government
than has been the case with traditional
notices and advertisements. Improved
information dissemination has increased the
number of firms expressing interest in
participating in the government market and
decreased prices to the government due to
expanded competition. In addition, the
development of public electronic information
networks, such as the Internet, provides an
additional way for agencies to increase the
diversity of information sources available to
the public. Emerging applications such as
Wide Area Information Servers and the
World-wide Web (using the NISO Z39.50
standard) will be used increasingly to
facilitate dissemination of government
information such as environmental data,
international trade information, and
economic statistics in a networked
environment.

A basic purpose of the PRA is to “provide
for the dissemination of public information
on & timely basis, on equitable terms, and in
a manner that promotes the utility of the
information to the public and makes effective
use of information technology.” (44 U.S.C.
3501(7)) Agencies can frequently enhance the
value, practical utility, and timeliness of
government information as a national
resource by disseminating information in
electronic media. Electronic collection and
dissemnination may substantially increase the
usefulness of government information
dissemination products for three reasons.
First, information disseminated
electronically is likely to be mere timely and
accurate because it does not require data re-
entry. Second, electronic records often
contain more complete and current
information because, unlike paper, it is
relatively easy to make frequent changes.

developed for interndl agency use as part of
their information dissemination products.

There will also be situations where the
agency determines that its mission will be
furthered by providing enhancements beyond
those needed for its own use, particularly
those that will improve the public
availability of government information over
the long term. In these instances, the agency
should evaluate the expected usefulness of
the enhanced information in light of its
mission, and where appropriate construct
partnerships with the private sector to add
these elements of value. This approach may
be particularly appropriate as part of a
strategy to utilize new technology
enhancements, such as graphic images, as
part of a particular dissemination program.

Section 8a(9). Information Safeguards. The
basic premise of this Section is that agencies
should provide an appropriate level of
protection to government information, given
an assessment of the risks associated with its
maintenance and use. Among the factors to
be considered include meeting the specific
requirements of the Privacy Act of 1974 and
the Computer Security Act of 1987.

In particular, agencies are to ensuré that
they meet the requirements of the Privacy
Act regarding information retrievable by
individual identifier. Such information is to
be collected, maintained, and protected so as
to preclude intrusion into the privacy of
individuals and the unwarranted disclosure
of personal information. Individuals must be
accorded access and amendrment rights to
records, as provided in the Privacy Act. To
the extent that agencies share information
which they have a continuing obligation to
protect, agencies should see that appropriate
safeguards are instituted. Appendix [
prescribes agency procedures for the
maintenance of records about individuals,
reporting requirements to OMB and
Congress, and other special requirements of
specific agencies, in accordance with the
Privacy Act.

20, 1985, d policies and procedures
to improve Federal audiovisual management.
Although OMB has rescinded Circular No.
A-114, its essential policies and procedures
continue. This revision provides information
resources management policies and
principles independent of medium,
including paper, electronic, or audiovisual,
By including the term *audiovisual” in the
definition of “information,” audiovisual
materials are incorporated into all policies of
this Circular.

The requirement in Circular No. A-114
that the head of each agency designate an
office with responsibility for the
oversight of an agency’s audiovisual
productions and that an appropriate program
for the management of audiovisual
productions in conformance with 36 CFR
1232.4 is incorporated into this Circular at
Section 9a(10). The requirement that
audiovisual activities be cbtained consistent
with OMB Circular No. A-76 is covered by
Sections 8a(1)(d), 8a(5)(d)(i} and 8a(6}(b}.

The National Archives and Records
Administration will continue to prescribe the
records management and archiving practices
of agencies with respect to audiovisual
productions at 36 CFR 1232.4, “Audiovisual
Records Management.”

Section 8b. Informaticn Systems and
Information Technology Management.

Section 8b(1). Evaluation and Performance
Measurement. OMB encourages agencies to
stress several types of evaluation in their
oversight of information systems. As a first
step, agencies must assess the continuing
need for the mission function. If the agency
determines there is a continuing need for a
function, agencies should reevaluate existing
work processes prior to creating new or
updating existing information systems.
Without this analysis, agencies tend ta
develop information systems that improve
the efficiency of traditional paper-based
processes which may be no longer needed.
The application of information technology
presents an opportunity to reevaluate
existing organizational structures, work
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processes, and ways of interacting with the
public to see whether thoy still effciontly
and effectively support the agency’s mission.
Benefit-cost analyses provide vital
management information on the most
efficient allocation of human, financial, and
information resources to support agency
missions. Agencies should conduct a benefit-
cost analysis for each information system to
support management decision making to
ensure: (2} alignment of the planaed
information system with the agency's
mission needs; (b) acceptability of
information system i ion to users

serving affected publics. These post-
implementation reviews may also serve as
the basis for agency-wide learning about
effective management practices.

Section 8b(2). Strategic Information
Resources Managernent (IRM) Planning.
Agencies should link to, and to the extent
possible, integrate IRM planning with the
agency strategic planning required by the
Goverment Performance and Results Act
(P.L. 103-62). Such a linkage ensures that
agencies apply information resaurces to
programs that support the achievement of

inside the Government; (c) accessibility to
clientele outside the Government; and {d)
realization of projected benefits. When
preparing benefit-cost analyses to support
investments in information technology,
agencies should seek to quantify the
improvements in agency performance results
through the measuremnent of program
outputs.

The requirement to conduct a benefit-cost
analysis need not became a burdensome
activity for agencies. The level of detail
necessary for such analyses varies greatly and
depends on the nature of the pmposed

Pmposed in in "“major
information systerns” as defined in this
Circular require detailed and rigorous
analysis. This analysis should not merely
serve as budget justification material, but
should be part of the ongoing management
oversight pracess to ensure prudent
allocation of scarce resources. Proposed
investments for mformanon systems that are

pon mission goals. Addxtxonally,
sL\‘ateglc IRM planning by agencies may help
avoid automating out-of-date, ineffective, or
and worl
Agencies should also devote managernent
attention to operational information
resources management planning, This
operational IRM planning should provide a
one to five year focus to agency I
activities and projects. Agency operational
IRM plans should also provide a listing of the
major information systems covered by the
o deserib

P di
Section 8b(3). Agency operational planning
for JRM should also communicate to the
public kow the agency’s application of
information resources might affect them. For
the contractor community, this inctudes
artjculating the agency's intent to acquire
information technology from the private
sector. These data should not be considered
acquisition sensitive, so that they can be
distributed as widely as possible to the
vendor cammumty in order ta promote

B

Agencies should make these

not “major inf systems” p
should be analyzed and d d more
informally.

While it is not necessary to create a new
benefit-cost analysis at each stage of the
information system life cycle, it is useful to
refresh these analyses with up-to-date
information to ensure the continued viability
of an information system prior to and during
implementation. Reasons for updating a
benefit-cost analysis may include such
factors as significant changes in projected
costs and benefits, significant changes in
information technology capabilities, major
changes in requirements (including
legls]anve or regulatory changes). or

] data based on p
measurement gained thmugh prototype
results or pilot experience.

Agencies should also weigh the relahve

plans available to the public
through government-wide information
3 pciv i PR

electronic means.

Operational planning should also include
initiatives to reduce the burden, including
information collection burden, an agency
imposes on the public. Too often, for
example, agencies require personal visits to
government offices during office hours
inconvenient to the public. Instead, agencies
should plan to use information technology in
ways that make the public’s dealing with the
Federal government as “‘user-friendly” as
possible.

Each year, OMB issues a bulletin
requesting copies of agencies’ latest sh—aleglc

scrutiny and more points of review and
evaluation. This is particularly true when an
agency uses an evolutionary life cycle
strategy that requires a technical and
financial evaluation of the project’s viability
at prototype and pilot testing phases. Projects
relying on commercial off-the-shelf
technology and applications will generally
require less aversight than those using
custom-designed software.

While each phase of an information system
life cycle may have unique characteristics,
the dividing line between the phases may not
always be distinct. For instance, bof
planning and evaluation should continue
throughout the information system life cycle.
In fact, during any phase, it may be necessary
to revisit the previous stages based on new
information or changes in the environment in
which the system is being developed.

The policy statements in this Circular
describe an information system life cycle. It
does not, however, make a definitive
statement that there must be four versus five
phases of a life cycle because the life cycle
varies by the nature of the information
system. Only two phases are common to all
information systems——a beginning and an
end. As a result, life cycle management
techniques that agencies can use may vary
depending on the complexity and tisk
inherent in the project.

One element of this management oversight
policy is the recognition of imbedded and/or
parallel life cycles. Within an infermation
system’s life cycle there may be other
subsidiary life cycles. For instance, most
Federal information systems projects include
an acquisition of goods and services that
have life cycle characteristics. Some projects
include software development components,
which also have life cyc]es. Effective

ight of major i
systems requires a xecognmon of all these
various life cycles and an integrated
information systerns management oversight
with the budget and human resource
management cycles that exist in the agency.

Section 8b(2) of the Circular underscores
the need for agencies 1o bring an agency-wide
perspective to 2 aumber of information
rTesources management issues. These issues |
include policy fgrmulatmn. planmng

ant
using information resources, and

IRM plans and annual updates to
plans for information and information
hnol

henefits of p
information technology across the agency.
Given the fiscal constraints facing the Federal
government in the upcoming years, agencies
should fund a portfolio of investments across
the agency that maximizes return on
investment for the agency as a whole.
Agencies should also emphasize those
proposed investments that show the greatest
probability (i.e., dlsp[ay the lowest ﬁnanmal
hi

Section 8b(3}. Information Systerns
Management Oversight. Agencies should
consider what constitutes a “major
information system” for pun;oses of this

ht of major &
systems. Agencies should also provxde for
coordinated decision making (Section
8b(3)(f) in order to bring together the
perspectives from across an agency, and
outside if appropriate. Such coordination
may take place in an agency—wxde

or [RM

Circular when d: the

level of management attention for an
information system. The anticipated dollar
size cf an information system or a supporting
ition 'is only one of the
level of attention an information

and operational risk) of
benefits for the organization. OMB and CAO
are ¢reating a publication that will provide
agencies with reference materials for setting
up such evaluanon processes.

A should a ive
evaluation of information systems once
operational to validate projected savings,
changes in practices, and effectiveness in

system requires. Additional criter’a 1o assess
include the maturity and stability of the
technology under consideration, how well
defined user requirements are, the level of
stability of program and user requirements,
and security concerns,

For instance, certain risky or “cutting-
edge” information systems require closer

groups rypu:ally include functional users,
managers of financial and human resources,
information resources management
specialists, and, as appropriate, the affected
public.

Section 8b{4}). Use of Information
Resaurces. Agency management of
information resources should be guided by.

and tech for
agency-wide information and information
technology needs. The technical framework
should serve as a refererce for updates to
existing and new information systeras. The
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management framework should assure the

i ion of proposed i ion systems
projects into the technical framework in a
manner that will ensure progress toward
achieving an open systems environment,
Agency strategic IRM planzing should
describe the parameters (e.g., technical
standards) of such a technical framework.
The management framework should drive
operational planning and should describe
how the agency intends to use information
and information technology consistent with
the technical framework.

Agency management and technical
frameworks for information resources should
address agency strategies to move toward an
open systems environment. These strategies
should cansist of one or multiple profiles (an
internally consistent set of standards), based
on the current version of the NIST's
Application Portability Profile. These profiles
should satisfy user requirements,

date officially i

d or de

acquisition of information resources. Circular
A—109 presents one strategy for acquiring
information technolegy when:

(i) The agency intends to fund operational
tests and demonstrations of system design:

(ii) The risk is high due to the unproven
integration of custorn designed software and/
or hardware components;

(iii) The estimated cost savings or
operational improvements from such a
demonstration will further impreve the
return on investment; or

{iv) The agency wants to acquire a solution
based on state-of-the-art, unproven
technotogy.

Agencies should comply with OMB
Circular A—78, Performance of Commercial
Activities, when considering conversion to or
from in-housz or contract performance.

Agencies should ensure that acquisitions
for new information technology comply with
GSA regulations concerning information

h 'y accessibility for individuals with

facto standards, and promcte
interoperability, application portability, and
scalability by defining inte:faces, services,
protacals, and data formats favoring the use
of nonproprietary specifications.

Agencies should focus on how to better
utilize the data they currently collect from
the public. Because agencies generally do not
share information, the public often must
respand to duplicative information
collections from various agencies or their
companents. Sharing of information about
individuals should be consistent with the
Privacy Act of 1974, as amended, and
Appendix I of this Circular.

Services provided by IPSOs to components
of their own agency are often perceived to be
“free” by the service recipients because their
costs are budgeted as an *overhead” charge.
Service recipients typically do not pay for
TPSO services based on actual usage. Since
the services are perceived to be free, there is
very little incentive for either the service
recipients or the IPSO managers to be
watchful for opportunities to improve
productivity or to reduce costs. Agencies are

d to institute chargeback
mechanisms for IPSOs that provide common
information processing services across a
number of agency components when the
resulting ecanomies are expected to exceed
the cost of administration

Section 8b(5). Acquisition of Information
Technology. Consistent with the
requiremnents of the Brooks Act and the
Paperwork Reduction Act, agencies should
acquire information technology to improve
service delivery, reduce the cost of Federal
program administration, and minimize
burden of dealing with the Federal
government. Agencies may wish to ask
potential offerors to propose different
technical solutions and appreaches to
fulfilling agency mission requirements.
Evaluating acquisitions of information
technolagy must assess bath the benefits and
costs of applying technology to meet such
requirements.

The distinction between information
system life cycles and acquisition life cycles
is important when considering the
implications of OMB Circular A-109,

. Acquisition of Major Systems, to the

disabilities [41 C.F.R. 201-20.103-7].
Section 9a(11). Ombudsman. The senior
agency official designated by the head of
each agency under 44 U.S.C. 3506(a) is
charged with carrying out the responsibilities
of the agency under the PRA. Agency senior
information resources management officials
are responsible for ensuring that their agency
practices are in compliance with OMB
policies. It is envisioned that the agency
senior information resources management
official will work as an ombudsman to
investigate alleged instances of agency failure
to adhere to the policies set forth in the
Circular and to recommend or take corrective
action as appropriate. Agency heads should
continue to use existing mechanisms to
ensure compliance with laws and policies.
Section 9b. International Relationships.
The information policies contained in the
PRA and Circular A-130 are based on the
premise that government information is a
valvable national resource, and that the
economic benefits to society are maximized
when g inf fon is available in
2 timely and equitable manner to all.
Maximizing the benefits of government
infermation to society depends, in turn, on
fostering diversity among the entities
involved in disseminating it. These include
for-profit and not-for-profit entities, such as
information vendors and libraries, as well as
State, local and tribal governments. The
policies on charging the cost of
dissemination and against restrictive
practices contained in the PRA and Circular
A-130 are aimed at achievirg this goal.
Cther nations do not necessarily share
these values. Althaugh an ircreasing numbet
are embracing the concept of equitable and
unrestricted access to public information—
particularly scientific, environmenta), and
geographic information of great public
benefit—other nations are treating their
information as a commedity to be
“‘commercialized”. Whereas the Copyright
Act, 17 U.S.C. 105, has long provided that
“[clopyright pratection under this title is not
available for any work of the United States
Government,” some other nations take
advantage of their domestic copyright laws
that do permit government copyright and
assert a monopcly on certiin categories of

information in order to maximize revenues.
Such arrangements tend to preclude other
entities from developing markets for the
information or otherwise disscminating the
information in the public interest.

Thus, Federal agencies involved in
international data exchanges are sometimes
faced with problems in disseminating data
stemming from differing national treatment
of gavernment copyright. For example, ona
country may attempt to condition the sharing
of data with a Federal agency on an
agreement that the agency will withhold
release of the information or otherwise
restrict its availability to the public. Since the
Freedom of Information Act does not provide
a categorical exemption for copyrighted
informatjon, and Federal agercies have
neither the authority nor capability to enforce
restrictions on behalf of other nations,
agencies faced with such restrictive
conditions lack clear guidance as to how to
respond.

The results of the July 1995 Congress of the
World Metearological Organization, which
sougat to strike a balance of interests in this
area, are instructive. Faced withi a resolution
which would have essentially required
member nations to enforce restrictions on
certain categories of information for the
commercial benefit of other nations, the
United States proposed a compromise which
was ultimately accepted. The compromise
explicitly affirmed the general principle that
government metearological information—like
2ll other scientific, technical and
environmenta} information—should be
shared globally without restriction; but
recognized that individual nazions may in
particular cases apply their own domestic
copyright and similar laws to prevent what
they deem to be unfair or inappropriate
competition within their own territaries. This
compromise leaves open the door for further
censultation as to whether the future of
government information policy in a global
information infrastructure should follow the
“‘open and unrestricted access” model
embraced by the United States and a pumber
of other nations, or if it should follow the
“government commercialization” model of
others.

Accordingly, since the PRA and Circular
A=130 are silent as to how sgencies should
respond to similar situations, we are
providing the following suggestions. They are
interided to foster globally the open and
unrestricted information policy embraced by
the United States and like minded nations,
while permitting agencies to have access to
data provided by foreign governments with
restrictive conditions.

Reiease by a Federal agency of copyrighted
information, whether under a FOIA request
or otaerwise, does not affect any rights the
copyright holder might otherwise possess.
Accordingly, agencies should inform any
concerned foreign governments that their
copyright claims may be enforceable under
United States law, but that the agency is not
authorized to prosecute any such claim on
behalf of the foreign government.

Whenever an agency seeks to negotiate an
interaational agreement in which a foreign
seeks to impose restrictive practices on
rmation to be exchanged, the agency
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should first coordinate with the State
Department. The State Department will work
with the agency to develop the least
restrictive terms consistent with United
States policy, and ensure that those terms
receive full interagency clearance through the
established process for granting agencies
authority to negotiate and conclude
international agreements.

Finally, whenever an agency is attending
meetings of international or multilateral
organizations where restrictive practices are
being proposed as binding on member states,
the agency should coordinate with the State
Department, the Office of Management and
Budget, the Office of Science and Technology
Policy, or the U.S. Trade Representative, as
appropriate, before expressing a pasition on
behalf of the United States.

[FR Doc. 96-3645 Filed 2-16-96; 8:45 am]
BILLING CODE 3110-01-P
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Mr. HORN. So we will now move to have the oath since I didn’t
begin it that way. If you will all stand.

[Witnesses sworn.]

Mr. HORN. The clerk will note all the witnesses affirmed.

And we now go to the agent of the Comptroller General of the
United States, which is Joel Willemssen, Director, Accounting and
Information Management Division, U.S. General Accounting Office.

Mr. Willemssen.

STATEMENT OF JOEL WILLEMSSEN, DIRECTOR, ACCOUNTING
AND INFORMATION MANAGEMENT DIVISION, U.S. GENERAL
ACCOUNTING OFFICE, ACCOMPANIED BY ROBERT DAYCE,
DIRECTOR FOR COMPUTER SECURITY ISSUES, GENERAL AC-
COUNTING OFFICE

Mr. WILLEMSSEN. Thank you, Mr. Chairman, Ranking Member
Turner. Thank you for inviting us to testify today. Accompanying
me is Robert Dayce, GAO’s Director for Computer Security Issues,
and as requested I'll briefly summarize our statement.

Overall GAO and inspector general reviews done over the past
year continue to show that Federal agencies have serious and wide-
spread computer security weaknesses. Our analysis of recently
issued GAO and inspector general reports revealed significant
weaknesses at each of the 24 major Federal agencies. As displayed
on the board, these weaknesses were reported in all six major
areas of general computer security controls.

For example, in the area of security program management, weak-
nesses were identified at 21 agencies. Security program manage-
ment is fundamental to the appropriate selection and effectiveness
of the other categories of controls shown on the board. This area
covers a range of activities related to understanding risks, selecting
and implementing controls appropriate with risk levels, and ensur-
ing the controls, once implemented, continue to operate effectively.

Another critical area where weaknesses have been found at each
of the 24 agencies is access controls. Weak controls over access to
sensitive data and systems make it possible for a person to inap-
propriately modify, destroy or disclose data or computer programs.
For the other highlighted areas of security controls, we’ve also
found significant weaknesses at most of the agencies in which
audit work has been done.

I think it’s noteworthy to point out that since our last analysis
of issued reports in 1998, the scope of audit work performed has
expanded to more fully cover all six major control areas at each
agency. Not surprisingly, this has led to the identification of addi-
tional areas of weakness. However, this does not necessarily mean
that security is getting worse, although it is clear that serious per-
vasive weaknesses persist. These serious weaknesses present sub-
stantial risk to Federal operations, assets and confidentiality.

Because virtually all Federal operations are supported by auto-
mated systems and electronic data, the risks are very high, and the
breadth of the potential impact is very wide. The risks cover areas
as diverse as taxpayer records, law enforcement, national defense,
and a wide range of benefit programs.

While a number of factors have distributed to weak Federal in-
formation security, I want to emphasize that we believe the key un-
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derlying problem is ineffective security program management. With
that in mind, we have issued two executive guides that discuss
practices that leading organizations have employed to strengthen
the effectiveness of their security programs.

In conclusion, the expanded body of audit evidence that has be-
come available shows that important operations at every major
Federal agency continue to be at risk as a result of weak controls.
Reducing these risks will require agencies to implement fundamen-
tal improvements in managing computer security.

Thank you, Mr. Chairman, and I would be pleased to address
any questions that you may have.

Mr. HorN. Well, thank you very much. We will have the ques-
tions after all the witnesses have made their presentation.

[The prepared statement of Mr. Willemssen follows:]
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Mr. Chairman and Members of the Subcommittee:

1 am pleased to be here today to discuss our analysis of recent information
security audits at federal agencies. As with other large organizations,
federal agencies rely extensively on computerized systems and electronic
data to support their missions. Accordingly, the security of these systems
and data is essential to avoiding disruptions in critical operations, data
tampering, fraud, and inappropriate disclosure of confidential information.

The report being released at today’s hearing responds to your July 28,
2000, request that we summarize the results of recent information security
audits performed by us and by agency inspectors general at 24 major
federal departments and agencies.! In summarizing these results, I will
discuss the pervasive weaknesses that continue since we reported on the
resulfs of & similar analysis 2 years ago this month.2 I will then ilfustrate
the serious risks that these weaknesses pose at selected individual
agencies. Finally, I will describe the major comumon weaknesses that
agencies need to address in order to improve their information security

programs.

Background

Dramatic increases in computer interconnectivity, especially in use of the
Internet, are revolutionizing the way our government, our nation, and
much of the world communicate and conduct business. The benefits have
been enormous. Vast amounts of information are now literally at our
finger »s, facilitating research on virtually every topic imaginable;

finan i and other business transactions can be executed almost

insta aneously, often on a 24-hour-a-day basis; and electronic mail,

Inter :t Web sites, and computer bulletin boards allow us {0 cormmunicale
quic 7 and easily with a virtually unlimited number of other individuals
and oups.

In addition to such benefits, however, this widespread interconnectivity
poses significant risks to our computer systems and, more irnportant, to
the critical operations and infrastructures they support.
Telecommunications, power distribution, national defense—including the
military’s warfighting capability, law enforcement, governrent services,
and emergency services all depend on the security of their computer

Unformation Security: Serious and Widespread Weaknesses Persist at Federal Agencies (GAO/
AIMD-00-295, September 6, 2000).

2Information Security: Serious Weaknesses Place Critical Federal Operations and Assets at Risk
(GAO/AIMD-98-92, September 23, 1998).

Page 1 GAO/T-AIMD-00-314
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operations. The speed and accessibility that create the enormous benefits
of the corputer age likewise, if not properly controlled, allow individuals
and organizations to inexpensively eavesdrop on ar interfere with these
operations from remote locations for mischievous or malicious purposes,
including fraud or sabotage. Disruptions caused.by recent virus attacks,
such as the ILOVEYOU virus this past May and 1999’s Melissa virus, have
illustrated the potential for damage that such attacks hold? In addition,
natural disasters and inadvertent errors by authorized computer users can
have devastating consequences if information resources are poorly
protected.

Government officials are increasingly concerned about attacks from
individuals and groups with malicious intent, such as crime, terrorism,
foreign intelligence gathering, and acts of war. According to the Federal
Bureau of Investigation (FB), terrorists, transnational criminals, and
intelligence services are quickly becoming aware of and using information
exploitation tools such as computer viruses, Trojan horses, worras, logic
bombs, and eavesdropping sniffers that can destray, intercept, or degrade
the integrity of and deny access to data. As greater amounts of money are
transferred through computer systems, as more sensitive economic and
commercial information is exchanged electronically, and as the nation’s
defense and intelligence corumunities increasingly rely on commercially
available information technology, the likelihood that information attacks
will threaten vital national interests increases.

Our previous analyses have shown that federal agency systems were not
being adequately protected from these threats, even though these systems
pracess, store, and transmit enormous amounts of sensitive data and are
indispensable to many federal agency operations. In September 1996, we
reported that serious weaknesses had been found at 10 of the largest 15
federal agencies.* In that report we concluded that poor information
security was a widespread federal problem with potentially devastating
consequences; accordingly, in 1997 and 1999 reports to the Congress, we
identified information security as a high-risk issue. In 1998, we analyzed

3Critical Infrastructure Protection: “ILOVEYOU” Computer Virus Highlights Need for Improved Alert

and Coordination Capabilities (GAO/T-AIMD-(0-181, May 18, 2000). Information Security: “ILOVEYOU”

Computer Virus Emphasizes Critical Need for Agency and Governmentwide Improvements (GAO/

T-AIMD-00-171, May 10, 2000). Information Security: The Melissa Computer Virus Demonstrates

Urgent Need for Stronger Protection Over Systems and Sensitive Data (GAO/T-AIMD-99-146, April 15,
09).

Sinformatior. Security: Opportunities for Improved OMB Oversight of Agency Practices (GAO/
AIMD-96-110, Septeraber 24, 1996).

Stigh-Risk Series: I i and T (GAO/HR-97-9, Februany 1, 1997). High-
Risk Series: An Update (GAD/HR-99.1, January 1999).

Page 2 GAO/T-AIMD-00-314
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audit results for 24 of the largest federal agencies: all of them had
significant information security weaknesses.5

Weaknesses Remain
Pervasive

Evaluations published since July 1999 continue to show that federal
computer systems are riddled with weaknesses that continue to put
critical operations and assets at risk. As in 1998, our cwrrent analysis
identified significant weaknesses in each of the 24 agencies covered by our
review. More areas have been reviewed at more agencies and, as in 1998,
weaknesses were reported in all six major areas of general controls—the
policies, procedures, and technical controls that apply to all or a large
segment of an entity’s information systems and help ensure their proper
operation. These weaknesses placed a broad range of critical operations
and assets at risk for fraud, misuse, and disruption. In addition, they
placed an enormous amount of highly sensitive data—much of it
pertaining to individual taxpayers and beneficiaries—at risk of
inappropriate disclosure.

Security W at 24 Major Federal Agencies

i

mputer Security Weaknesses at
'ajor Federal Agencies

E Area not revi g Neo

ant weaknesses

Progrim Access Software Segragation Operating Service
nagement change of duties system continuity

ource: Audit reports issugd July 1855 hrcuugh August 2000,

SGAQ/AIMD-98-92, September 23, 1998,

Page 3 GAO/T-AIMD-00-314
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Figure 1 illustrates the distribution of weaknesses across the 24 agencies.
As in 1998, the most widely audited area, and the area where weaknesses
were most often identified, was access controls. Weak controls over
access to sensitive data and systems make it possible for an individual or
group to inappropriately modify, destroy, or disclose sensitive data or
computer programs for purposes such as personal gain or sabotage. In
today’s increasingly interconnected computing environment, poor access
controls can expose an agency’s information and operations to attacks
from remote locations all over the world by individuals with only minimal
computer and telecommunications resources and expertise.

At 21 of the 24 agencies, problems were also identified in the area of
security program management—an area that is fundamental to the
appropriate selection and effectiveness of the other categories of controls.
Security program management covers a range of activities related to
understanding information security risks; selecting and implementing
controls commensurate with risk; and ensuring that controls, once
implemented, continue to operate effectively.

One notable change since September 1998 is that the scope of audit work
performed has expanded to more fully cover all six major areas of general
controls at each agency. Not surprisingly, this has led to the identification
of additional areas of weakness at some agencies. While these increases in
reported weaknesses are disturbing, they do not necessarily mean that
information security at federal agencies is getting worse. They more likely
indicate that information security weaknesses are becoming more fully
understood—an important step toward addressing the overall problem.
Nevertheless, the numbers leave no doubt that-serious, pervasive
weaknesses persist. As auditors increase their proficiency and the body of
audit evidence expands, it is probable that additional significant
deficiencies will be identified.

Most of the audits represented in figure 1 were performed as part of
financial statement audits. At some agencies with primarily financiat
ruissions, such as the Department of the Treasury and the Social Security
Administration, these audits covered the bulk of mission-related
operations. However, at other agencies whose missions are primarily
nonfinancial, such as the Departments of Defense and Justice, the andits
used to develop the figure may provide a less complete picture of the
agency’s overall security posture because the audit objectives focused on
the financial statements and did not include evaluating systems supporting
nonfinancial operations. In response to congressional interest, during
fiscal years 1999 and 2000, we expanded our audit focus to cover a wider
range of nonfinancial operations, a trend that is likely to continue.

Page 4 GAO/T-ATMD-00-314
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Risks to Federal
Operations, Assets,
and Confidentiality
Are Substantial

To fully understand the significance of the weaknesses summarized in
figure 1, it is necessary to link them to the risks they present to federal
operations and assets. Virtually all federal operations are supported by
automated systems and electronic data, and agencies would find it
difficult, if not impossible, to carry out their missions and account for their
resources without these information assets. Hence, the degree of risk
caused by security weaknesses is extremely high. Examples of the
significant risks posed to critical federal operations are described below.

The Department of the Treasury (which includes the Internal Revenue
Service; U.S. Customs Service; Bureau of the Public Debt; Financial
Management Service; and Bureau of Alcohol, Tobacco, and Firearms)
relies on computer systems to process, collect or disburse, and account
for over $1.8 trillion in federal receipts and payments annually. Its
computers handle enormous amounts of highly sensitive data associated
with taxpayer records, law enforcement operations, and support
operations critical to financing the federal government, maintaining the
flow of benefits to individuals and organizations, and controlling imports
and exports. Although protecting these operations and assets is essential,
Treasury’s Inspector General (IG) reported in February the absence of
effective general controls over computer-based financial systems at
certain Treasury components, and that this absence of controls made the
department vulnerable to losses, fraud, delays, and interruptions in
service.”

The Department of Defense (DOD) relies on a coraplex computerized
information infrastructure to support virtually all aspects of its operations,
including strategic and tactical operations, weaponry, intelligence, and
security. Evaluations of the security of DOD systems since July 1999 have
continued to identify weaknesses that could seriously jeopardize
operations and compromise the confidentiality, integrity, or availability of
sensitive information. In August 1999, we reported that serious
weaknesses in DOD information security continued to provide both
hackers as well as hundreds of thousands of authorized users the
opportunity to modify, steal, inappropriately disclose, and destroy
sensitive DOD data.? As a result, numerous DOD functions—including
weapons and supercomputer research, logistics, finance, procurement,

7Report on the Department of the Treasury’s Fiscal Year 1999 Financial Statements (OIG-00-056,
February 29, 2000).

8DOD Information Securisy: Serious Weakuesses Coniinie to Place Defense Qperations at Risk
(GAQ/ATMD-99-107, August 26, 1999)
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personnel management, military health, and payroll—had already been
adversely affected by system attacks or frand. This past May, we testified
that the preliminary resulis of a recent review of the department’s
financial management systermas showed that serious wealmesses in access
controls and systems software continued to exist.®

Information technology is essential to the Department of Energy’s (DOE)
scientific research mission, which is supported by a large and diverse set
of computing systems, including very powerful supercomputers located at
DOE laboratories across the nation. In June, we reported that computer
systems at DOE laboratories supporting civilian research had become a
popular target of the hacker community, with the result that the threat of
attacks had grown dramatically in recent years.10 Further, because of
security breaches, several laboratories had been forced to temporarily
disconnect their networks from the Internet, disrupting the laboratories’
ability to do scientific research for up to a full week on at least two
occasions.

In February, the Department of Health and Huroan Services’ (HHS) I1G
again reported serious control weaknesses affecting the integrity,
confidentiality, and availability of data maintained by the department.!t
Most significant were weaknesses associated with the department’s Health
Care Financing Administration, which was responsible, during fiscal year
1999, for processing health care claims for over 39.5 million beneficiaties
and outlays of $299 billion—17.5 percent of total federal outlays.

The Social Security Administration (SSA) relies on extensive information
processing resources to carry out its operations, which for 1999 included
payments that totaled $410 billion to more than 50 million beneficiaries,
many of whom rely on the uninterrupted flow of monthly payments to
meet their basic needs. This represents about 25 percent of the

$1.7 trillion in federal expenditures. The agency also issues social security
numbers and maintains earnings records and other personal information
on virtually all U.S. citizens. The public depends on SSA to protect trust
fund revenues and assets from fraud and to protect sensitive information
on individuals from inappropriate disclosure. According to SSA, no other

® Department of Defense: Progress in Financial Management Reform (GAQ/T-AIMD/NSIAD-00-163,
May 9, 2000)

10 ion Security: V i
(GAO/AIMD-00-140, June 5, 2000).
! Report on the Financial Staternent Audit of the Department of Health and Human Services for Fiscal
Year 1999, A-17-89-00002, February 2000.

ies in DOE's Systems for Unclassified Civilian Research
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public program or public-service entity directly touches the lives of so
many people.

In November 1999, the IG reported that SSA's systems environment
remained threatened by weaknesses in several components of its
information protection control structure.’? According to the IG, until
corrected, these weaknesses will continue to increase the risks of
unauthorized access to, modification, or disclosure of sensitive SSA
information. These, in turn, increase the risks that data or SSA Trust Fund
resources could be lost and that the privacy of information associated with
SSA’s enumeration, eamings, retirement, and disability processes and
programs could be compromised. For example, such weaknesses might
allow an individual or group to fraudulently obtain payments by creating
fictitious beneficiaries or increasing payment amounts. Similarly, an
individual or group might secretly obtain sensitive information and sell or
otherwise use it for personal gain.

12S0cial Security Accountability Report for Fiscal Year 1999, November 18, 1999.
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* The Environmental Protection Agency (EPA) relies on its computer
systems to collect and maintain a wealth of environmental data under
various statutory and regulatory requirements. EPA makes much of its
information available to the public through Internet access in order to
encourage public awareness and participation in managing human health
and environmental risks and to raeet statutory requirements. EPA also
maintains confidential data from private businesses, data of varying
sensitivity on human health and envirormental risks, financial and
contract data, and personal information on its eraployees. Consequently,
EPA’s information security program must accommodate the often
competing goals of making much of its environmental information widely
accessible while maintaining data integrity, availability, and appropriate
confidentiality. In July, we reported serious and pervasive problems that
essentially rendered EPA’s agencywide information security program
ineffective.® Our tests of computer-based controls concluded that the
computer operating systems and the agencywide computer network that
support most of EPA’s mission-related and financial operations were
riddled with security weaknesses.

Of particular concern was that many of the most serious weaknesses we
identified—those related to inadequate protection from intrusions through
the Internet and poor security planning—had been previously reported to
EPA management in 1997 by EPA’s IG. The negative effects of such
weaknesses are illustrated by EPA’s own records, which show several
serious computer security incidents since early 1998 that have resulted in
damage and disruption to agency operations. As a result of these
weaknesses, EPA’s computer systems and the operations that rely on
these systems were highly vulnerable to tampering, disruption, and misuse
from both internal and external sources.

» InJuly the Department of Transportation’s (DOT) IG reported that reviews
of a financial system and 13 network systems identified a general lack of
background checks on contractor personnel and a lack of appropriate
background checks on employees throughout DOT.’ The IG also found
that the department’s systems were vulnerable to unauthorized access by
Internet users. Further, in December 1999, we had reported that DOT’s

1

ion Security: Place EPA Data and Operations at Risk
(GAO/AIMD-00-215, July 6, 2000).

MEPA's Internet Connectivity Controls, Office of Inspector General Report of Audit (Redacted
Version), September 5, 1997.

1 nterim Report on Computer Security (FE2000-108, July 13, 2000).
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Federal Aviation Administration was not following sound personnel
security practices and, as such, had increased the risk that inappropriate
individuals may have gained access to its facilities, information, or
resources.!¢ For example, no background searches were performed on 36
mainland Chinese nationals who reviewed the source code of eight
mission-critical systems.

The Department of Veterans Affairs (VA) relies on a vast array of
computer and telecommunications systems to support its operations and
to store sensitive information the department collects in carrying out its
mission. Such operations include financial management, health care
delivery, and benefits payments. In September 1998, we reported
weaknesses that placed the systeras that support these operations at risk
of misuse and disruption.’” In October 1999, we reported that VA systems
continued to be vulnerable to unauthorized access.!® These weaknesses
placed sensitive information, including financial data and sensitive veteran
medical data and benefit information, at increased risk of inadvertent or
deliberate misuse, fraudulent use, improper disclosure, or destruction—
possibly occurring without detection.

In July 1999, we reported that the Department of Agriculture’s National
Finance Center (NFC) had serious access control weaknesses that
affected its ability to prevent or detect unauthorized changes to payroll
and other payment data or computer software.!® NFC is responsible for
processing billions of dolars in payroll payments for hundreds of
thousands of federal employees and maintaining records for the world’s
largest 401(k)-type program.

We have made numerous recommendations to the agencies, and in many
cases, corrective actions are underway.

'8 Computer Security: FAA Needs to Improve Controls Over Use of Foreign Nationals to Remediate
and Review Software (GAO/AIMD-00-55, December 23, 1999).

Y nformation Systems: VA Computer Control Weaknesses Increase Risk of Fraud, Misuse, and
Improper Disclosure (GAO/AIMD-98-175, September 23,1998).

18 nformation Systems: The Status of Computer Security at the Department of Veterans Affairs
(GAO/AIMD-00-5, October 4,1999).

1yspa ion Security: Weak at National Finance Center Increase Risk of Frand, Misus.
and Improper Disclosure (GAO/AIMD-99-227, July 30, 1999).
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While Nature of Risk
Varies, Control
Weaknesses Across
Agencies Are
Strikingly Similar

The nature of agency operations and the related risks vary. However,
striking similarities remain in the specific types of general control
weaknesses reported and in their serious negative impact on an agency’s
ability to ensure the integrity, availability, and appropriate confidentiality
of its computerized operations——and therefore on what corrective actions
they must take. The sections that follow describe the six areas of general
controls that are represented in figure 1—and the specific weaknesses that
were most widespread at the agencies covered by our analysis.

Security Program
Management

Each organization needs a set of management procedures and an
organizational framework for identifying and assessing risks, deciding
what policies and controls are needed, periodically evaluating the
effectiveness of these policies and controls, and acting to address any
identified weaknesses. These are the fundamental activities that allow an
organization to manage its information security risks costeffectively,
rather than react to individual problems in an ad-hoc manner only after a
violation has been detected or an audit finding reported.

Despite the importance of this aspect of an information security program,
poor security program management continues to be a widespread
probiem. Of the 21 agencies for which this aspect of security was
reviewed, all had deficiencies. Specifically, many had not developed
security plans for major systems based on risk, had not documented
security policies, and had not implemented a program for testing and
evaluating the effectiveness of the controls they relied on. As a result,
agencies

were not fully aware of the information security risks to their operations,

had accepted an unknown level of risk by default rather than consciously
deciding what level of risk was tolerable,

had a false sense of security because they were relying on controls that
were not effective, and

could not make informed judgments as to whether they were spending too
little or too much of their resources on security.

Access Controls

Access controls limit or detect inappropriate access to computer
resources (data, equipment, and facilities), thereby protecting these
resources against unauthorized modification, foss, and disclosure. Access
controls include physical protections—such as gates and guards—as well
as logical controls, which are controls built into software that require
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users to authenticate themselves through the use of secret passwords or
other identifiers and limit the files and other resources that an
authenticated user can access and the actions that he or she can execute.
Without adeguate access controls, unauthorized individuals, inchiding
outside intruders and terminated employees, can surreptitiously read and
copy sensitive data and make undetected changes or deletions for
malicious purposes or personal gain. Even authorized users can
unintentionally modify or delete data or execute changes that are outside
their span of authority.

For access controls to be effective, they must be properly implemented
and maintained. First, an organization must analyze the responsibilities of
individual computer users to deterrine what type of access (e.g., read,
modify, delete) they need to fulfill their responsibilities. Then, specific
control-techniques, such as specialized access control software, must be
implemented to restrict access to these authorized functions. Such
software can be used to limit a user’s activities associated with specific
systems or files and to keep records of individual users’ actions on thé
computer. Finally, access authorizations and related controls must be
maintained and adjusted on an ongoing basis to accommodate new and
terminated employees, and changes in users’ responsibilities and related
access needs.

Access conirols were evaluated at all 24 of the agencies covered by onr
analysis, and significant weaknesses were reported for each of the 24, as
evidenced by the following examples:

Accounts and passwords for individuals no longer associated with the
agency were not deleted or disabled; neither were they adjusted for those
whose responsibilities, and thus need to access certain files, changed. At
one agency, as a result, former employees and contractors could and in
many cases did still read, modify, copy, or delete data. At this same
agency, even after 160 days of inactivity, 7,500 out of 30,000 users’
accounts had not been deactivated.

Users were not required to periodically change their passwords.

Managers did not precisely identify and document access needs for
individual users or groups of users. Instead, they provided overly broad
access privileges to very large groups of users. As a result, far more
individuals than necessary had the ability to browse and, sometimes,
modify or delete sensitive or critical information. At one agency, all 1,100
users were granted access to sensitive system directories and settings. At
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another agency, 20,000 users had been provided access to one system
without written authorization.

Use of default, easily guessed, and unencrypted passwords significantly
increased the risk of unauthorized access. During testing at one agency,
we were able to guess many passwords based on our knowledge of
commonly used passwords and were able to observe computer users’
keying in passwords and then use those passwords to obtain “high level”
system administration privileges.

Software access controls were improperly implemented, resulting in
unintended access or gaps in access-control coverage. At one agency data
center, all users, including programmers and cormputer operators, had the
capability to read sensitive production data, increasing the risk that such
sensitive information could be disclosed to unauthorized individuals. Also
at this agency, certain users had the unrestricted ability to transfer system
files across the network, increasing the risk that unauthorized individuals
could gain access to the sensitive data or programs.

To illustrate the risks associated with poor authentication and access
controls, in recent years we have begun to incorporate penetration testing
into our audits of information security. Such tests involve attempting—
with agency cooperation—to gain unauthorized access to sensitive files
and data by searching for ways to circumvent existing controls, often from
remote locations. As we reported in 1998, our auditors have been
successful, in almost every test, in readily gaining unauthorized access that
would allow intruders to read, modify, or delete data for whatever purpose
they had in mind. Further, user activity was inadequately monitored. At
one agency, much of the activity associated with our intrusion testing was
not recognized and recorded, and the problem reports that were recorded
did not recognize the magnitude of our activity or the severity of the
security breaches we initiated.

Application Software
Development and Change
Controls

Application software development and change controls prevent
unauthorized software programs or modifications to programs from being
implemented. Key aspects of such controls are ensuring that (1) software
changes are properly authorized by the managers responsible for the
agency program or operations that the application supports, (2) new and
modified software programs are tested and approved prior to their
implementation, and (8) approved software programs are maintained in
carefully controlled kibraries to protect them from unauthorized changes
and to ensure that different versions are not misidentified.
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Such controls can prevent both errors in software programming as well as
malicious efforts to insert unauthorized computer program code. Without
adequate controls, incompletely tested or unapproved software can result
in erroneous data processing that depending on the application, could lead
to losses or faulty outcomes. In addition, individuals could surreptitiously
modify software programs to include processing steps or features that
could later be exploited for personal gain or sabotage.

Weaknesses in software program change controls were identified for 19 of
the 21 agencies where such controls were evaluated. Examples of
weaknesses in this area included the following:

Testing procedures were undisciplined and did not ensure that
implemented software operated as intended. For example, at one agency,
senior officials authorized some systems for processing without testing
access controls to ensure that they had been implemented and were
operating effectively. At another, documentation was not retained to
demonstrate user testing and acceptance.

Implementation procedures did not ensure that only authorized software
was used. In particular, procedures did not ensure that emergency
changes were subsequently tested and formalily approved for continued
use and that implementation of “locally developed” (unauthorized)
software programs was prevented or detected.

Agencies’ policies and procedures frequently did not address the
maintenance and protection of program libraries.

Segregation of Duties

Segregation of duties refers to the policies, procedures, and organizational
structure that help ensure that one individual cannot independently
control all key aspects of a process or computer-related operation and
thereby conduct unauthorized actions or gain unauthorized access to
assets or records without detection. For example, one computer
programmer should not be allowed to independently write, test, and
approve program changes.

Although segregation of duties alone will not ensure that only authorized
activities occur, inadequate segregation of duties increases the risk that
erroneous or fraudulent transactions could be processed, improper
program changes could be implemented, and computer resources could be
damaged or destroyed. For example,
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» anindividual who was independently responsible for authorizing,
processing, and reviewing payroll transactions could inappropriately
increase payments to selected individuals without detection or

« acomputer programmer responsible for authorizing, writing, testing, and
distributing program modifications could either inadvertently or
deliberately implement computer programs that did not process
transactions in accordance with management's policies or that included
malicious code.

Controls to ensure appropriate segregation of duties consist mainly of
documenting, communicating, and enforcing policies on group and
individual responsibilities. Enforcement can be accomplished by a
combination of physical and logical access controls and by effective
supervisory review.

Segregation of duties was evaluated at 20 of the 24 agencies covered by
our analysis, and weaknesses were identified at 17 of these agencies.
Common problems involved computer programmers and operators who
were authorized to perform a variety of duties, thus providing them the
ability to independently modify, circumvent, and disable system security
features. For example, at one data center, a single individual could
independently develop, test, review, and approve software ‘changes for
implementation.

Segregation of duties problems were also identified related to transaction
processing, For example, at one agency, 11 staff involved with
procurement had system access privileges that allowed them to
individually request, approve, and record the receipt of purchased items.
In addition, 9 of the 11 had system access privileges that allowed them to
edit the vendor file, which could result in fictitious vendors being added to
the file for fraudulent purposes. For fiscal year 1999, we identified 60
purchases, totaling about $300,000, that were requested, approved, and
receipt recorded by the sare individual.

Operating System Controls

Operating system software controls limit and monitor access to the
powerful programs and sensitive files associated with the computer
systers operation. Generally, one set of system software is used to
support and control a variety of applications that may run on the same
computer hardware. System software helps control and coordinate the
input, processing, output, and data storage associated with all of the
applications that ron on the system. Some system software can change
data and program code on files without leaving an audit trail or can be
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used to modify or delete audit trails. Examples of system software include
the operating system, system utilities, program library systems, file
maintenance software, security software, data commurications systems,
and database management systems.

Controls over access to and modification of system software are essential
in providing reasonable assurance that operating systerm-based security
controls are not compromised and that the system will not be impaired. If
controls in this area are inadequate, unauthorized individuals might use
system software to circumvent security controls to read, modify, or delete
critical or sensitive information and programs. Also, authorized users of
the system may gain unauthorized privileges to conduct unauthorized
actions or to circumvent edits and other controls built into application
programs. Such weaknesses seriously diminish the reliability of
information produced by all of the applications supported by the computer
system and increase the risk of frand, sabotage, and inappropriate
disclosures. Further, system software programmers are often more
technically proficient than other data processing personnel and, thus, have
a greater ability to perform unauthorized actions if controls in this area a:
weak.

The control concerns for system software are similar to the access control
issues and software program change control issues discussed earlier.
However, because of the high level of risk associated with system software
activities, most entities have a separate set of control procedures that
apply to them.

Operating system software controls were covered in audits for 18 of the 24
agencies included in our review. This was double that of 1998, when this
important control area had been reviewed for only nine agencies.

Weaknesses were identified at each of the 18 agencies for which operating
system controls were reviewed. A common type of problem reported was
insufficiently restricted access that made it possible for knowledgeable
individuals to disable or circumvent controls in a variety of ways. For
example, at one agency, system support personnel had the ability to
change data in the system audit log. As a result, they could have engaged
in a wide array of inappropriate and unauthorized activity and could have
subsequently deleted related segments of the audit log, thus diminishing
the Iikelihood that their actions would be detected.

Service Continuity

Finally, service continuity controls ensure that when unexpected events
occur, critical operations will continue without undue interruptionand
that crucial, sensitive data are protected. For this reason, an agency should
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have (1) procedures in place to protect information resources and
miniraize the risk of unplanned interruptions and (2) a plan to recover
critical operations should interruptions occur. These plans should
censider the activities performed at general support facilities, such as data
processing centers, as well as the activities performed by users of specific
applications. To determine whether recovery plans will work as intended,
they should be tested periodically in disaster simulation exercises.

Losing the capability to process, retrieve, and protect information
maintained electronically can significantly affect an agency's ability to
accomplish its raission. If controls are inadequate, even relatively minor
interruptions can result in lost or incorrectly processed data, which can
cause financial losses, expensive recovery efforts, and inaccurate or
incomplete financial or management information. Controls to ensure
service continuity should address the entire range of potential disruptions.
These may include relatively rinor interruptions, such &s temporary
power failures or accidental loss or erasure of files, as well as major
disasters, such as fires or natural disasters that would require
reestablishing operations at a remote location.

Service contirmity controls include (1) taking steps, such as routinely
making backup copies of files, fo prevent and minimize potentwi damage
and interruption, (2) developing and doe ing a comprel
contingency plan, and (3) periodically testing the con‘angency plan and
adjusting it as appropriate.

Service continuity controls were evaluated for 21 of the 24 agencies
included in owr analysis. Of these 21, weaknesses were reported for 20
agercies. Examples of wealnesses included the following:

Plans were incomplete because operations and supporting resources had
not been fully analyzed to determine which were the most critical and
would need to be resumed as soon as possible should a disruption occur.

Disaster recovery plans were not fully tested to identify their weaknesses.
At one agency, periodic walkthroughs or unannouncesd tests of the disaster
recovery plan had not been performed. Conducting these types of tests
provides a scenario more likely to be encountered in the event of an actual
disaster.

In conclusion, the expanded body of audit evidence that has becorme
available in the past 2 years on the status of federal information security
shows that important operations at every major federal agency continue to
be at visk as a result of weak information security controls, There are
many specific canses of these weaknesses, but an underlying problem is
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poor security program management and poor administration of available
control techniques. While agencies have taken steps to address problems
and many have good remedial efforts underway, audits completed over the
past year show that agencies by and large have not implemented the
fundamental management practices needed to ensure that their computer-
based controls remain effective on an ongoing basis.

The audit reports cited in the report being released today include many
recommendations 1o individual agencies that address the specific
weaknesses reported. For this reason, we are making no additional
recommendations at this time. However, we have issued two executive
guides that discuss practices that leading organizations have employed to
strengthen the effectiveness of their security programs. These guides are
Information Security Management: Learning From Leading Organizations
{GAO/AIMD-98-68, May 1998) and Information Security Risk Assessment:
Practices of Leading Organizations (GAO/AIMD-00-33, November 1999),

Mr. Chairman, this concludes my statement. I would be pleased to answer
any questions that you or other members of the Subcommittee may have

this time.

Contact.and
Acknowledgments

If you should have any questions about this testimony, please contactme
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respectively.
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Mr. HORN. The next witness is John Gilligan, the Chief Informa-
tion Officer for the Department of Energy, the cochair for Security,
Privacy and Critical Infrastructure Committee of the Chief Infor-
mation Officers Council. I will give you another minute besides the
5 because you're speaking for the Chief Information Officers Coun-
cil. Mr. Gilligan, you’ve prepared a very thorough statement, but
we can’t obviously get over 25 pages into the record at this point,
but it is in the record, but not having been spoken.

So if Mr. Gilligan will proceed.

STATEMENT OF JOHN GILLIGAN, CHIEF INFORMATION OFFI-
CER, DEPARTMENT OF ENERGY, COCHAIR, SECURITY, PRI-
VACY AND CRITICAL INFRASTRUCTURE COMMITTEE, CHIEF
INFORMATION OFFICERS COUNCIL

Mr. GILLIGAN. Thank you, Chairman Horn and Ranking Member
Turner. I want to thank you for the opportunity to appear before
this subcommittee to address the very important issue of improving
security of our Federal information systems. My remarks today will
focus on my perspectives as cochair of the CIO Council’s Security,
Privacy and Critical Infrastructure Committee.

Federal CIOs share the concerns that have been expressed by
Members of Congress, senior members in the administration, and
the public, that we need to improve the security of our government
information systems. Federal CIOs take their responsibility to
oversee agency efforts in cybersecurity very seriously. We share the
frustration of members of this committee that progress in securing
government systems has not been more rapid. Let me assure you
that Federal CIOs are not asleep at the wheel. Rather, they are la-
boring hard to get a handle on one of the Nation’s most complex
technological and management problems.

Perhaps it is useful to put the difficulty of cybersecurity into per-
spective. I recall an exchange I had with a military four-star gen-
eral a few years ago. We were discussing his frustration with the
slow progress on an information technology project. This very suc-
cessful commander with hundreds of thousands of troops under his
command was clearly exasperated. He commented to me after we
had discussed the project status, “John, after all, this is not rocket
science.” As I later examined his comment, it became clear that he
was right. The problem could not correctly be compared to rocket
science where we have literally hundreds of years of experience, in-
cluding a well-defined set of engineering principles.

Due to the rapid pace of evolution of information technology, we
are typically faced with applying information technology solutions
that have been in existence for months or, at best, a few years. I
submit that the situation is acute for cybersecurity. It is not rocket
science. No, many aspects of cybersecurity are indeed much more
difficult than rocket science.

When I addressed this committee in March of this year, I stated
that the single biggest challenge that I saw for CIOs in
cybersecurity was making line management aware that
cybersecurity is not just a complex technological issue. At the core
cybersecurity is also a complex risk management issue.

Another challenge that I see facing CIOs is helping line manage-
ment answer the question, “what is adequate security?” Security
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experts tell us that no system is impenetrable if network access is
provided. However, the collective inexperience of government and
industry in applying security to a range of functions including pub-
lic Web sites, financial data bases, procurement-sensitive data, citi-
zen benefits and corporate-sensitive or government-sensitive re-
search, makes this a hard problem.

The primary focus of the CIO Council efforts in this area has
been to help Federal organizations address the question of what is
adequate security. The CIO Council has sponsored a Web-based re-
pository for sharing best practices. This repository can be found at
http:/bsp.cio.gov.

We have developed sample security policies for use by agencies
in intrusion reporting and procuring security projects. We have
worked to improve governmentwide processes for reporting security
incidents and distributing warnings in a rapid fashion. An ongoing
effort is to develop a set of benchmark security practices for elec-
tronic services.

The Council has also sponsored a number of training and edu-
cation forums addressing privacy and critical infrastructure protec-
tion.

The CIO Council is also leading efforts to establish a govern-
mentwide encryption infrastructure using public key technology
called a public key infrastructure [PKI].

An additional CIO Council effort that is particularly relevant to
today’s hearing is the development of an Information Technology
Security Assessment Framework. This effort was initiated about 10
months ago to provide a tool to help guide security efforts within
Federal agencies. This framework has been developed largely with
the leadership of the National Institute of Standards and Tech-
nology and built upon existing policy and guidance from the Office
of Management and Budget, the General Accounting Office, and
the National Institutes of Standards and Technology.

The framework provides a road map for Federal organizations to
guide them in focusing and prioritizing their efforts to improve se-
curity. For each of five levels in the framework, a set of activities
is defined that should be undertaken to assure a sound and effec-
tive security program. The framework reinforces the importance of
a solid foundation for an organization security program and is
based on sound policy, clearly defined management responsibility,
and organizationwide coverage.

The CIO Council has completed a final draft of version one of the
Information Technology Security Assessment Framework and
hopes to publish this version in October. Following the example of
similar efforts by Carnegie Mellon University to develop security
frameworks for software and other disciplines, we plan to continue
to refine the framework over the upcoming months. With advice
and input from GAO, we have started working on enhancements to
the framework that would permit organizations to better assess the
effectiveness of the security programs that have been documented
and implemented.

The final area that I would like to address is the need for strong-
er funding support from Congress for a small set of cross-govern-
ment security initiatives that serve as the foundation for govern-
mentwide improvements in cybersecurity. The cochairs of the Secu-
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rity, Privacy and Critical Committee of the CIO Council recently
sent a letter to all Members of Congress that highlighted our con-
cern in this area. The letter points out that while there is almost
$2 billion identified in the administration’s fiscal year 2001 budget
request for cybersecurity-related items, only a very small portion of
this request totaling less than $50 million is requested for these es-
sential governmentwide foundation programs. The efforts of this
group include the Federal Computer Incident Response Capability
[FEDCIRC], which is managed by GSA and provides alerts and
warnings of virus attacks to all Federal agencies.

It has become clear to the CIO Council that these necessary
foundation efforts to improve cybersecurity governmentwide are
being hampered by a patchwork of funding and oversight struc-
tures in both the executive and legislative branches. We cannot
hope to achieve robust governmentwide security without these pro-
grams. We urge the respective congressional committees who have
jurisdiction over these efforts not to view them as politically driven
projects, but as essential elements of a governmentwide foundation
for cybersecurity. Moreover, we believe that a $50 million invest-
ment for these efforts is a very small investment in view of the
great leverage that these efforts will provide.

I would like to enter into the record a copy of the letter entitled
“Essential Programs for Ensuring Security of the Federal Cyber In-
frastructure.”

Mr. HOrN. Without objection, it will be in the record at this point
in your testimony.

Mr. GILLIGAN. It is clear to Federal CIOs that the lack of a single
integrated budget for cybersecurity items—these foundation
cybersecurity items—keeps these efforts from getting the proper at-
tention that they deserve and makes progress and governmentwide
efforts more difficult.

In similar fashion, the efforts of the CIO Council Security Com-
mittee and other CIO Council committees continue to be hampered
by lack of effective methods to fund these cross-government initia-
tives that we undertake. The synergistic benefit and opportunity
for savings across the government are enormous. However, due to
the use of pass-the-hat funding approaches for the CIO Council, for
example, funding for the best security practices efforts that was
mentioned earlier had to be limited to $200,000 and was received
9 months into the fiscal year. We will not be able to continue to
operate and expand this site or undertake other projects with oper-
ational demands without an adequate level of funding.

I would suggest that this committee, working with the adminis-
tration, should examine ways to provide better methods to fund
and manage cross-government initiatives in the information tech-
nology area. As a taxpayer, I am dismayed by the difficulty of fund-
ing these efforts which have the ability to yield tremendous effi-
ciencies. It is an area where our executive and legislative branches
are truly failing, unable to leverage the potential of information
technology.

In my written testimony, I've included descriptions of efforts
within the Department of Energy to improve the security of our
many security systems.
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In summary, let me again express my appreciation for the oppor-
tunity to share my views on the important subject and encourage
the committee to continue to support the CIO Council-sponsored ef-
forts, especially the Information Technology Security Assessment
Framework.

While our joint challenge to improve cybersecurity may be more
difficult than building rockets, chief information officers are com-
mitted to rapidly improving the protection afforded to information
systems managed by the Federal Government.

This concludes my remarks. Thank you.

[The prepared statement of Mr. Gilligan follows:]
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INTRODUCTION

Chairman Horn and distinguished members of this committee, I want to thank you for this
opportunity to address this committee on the very important issue of improving security of our
federal information systems. My remarks today will focus on my perspectives as Co-chair of the
Chief Information Officer’s (CIO) Council Committee on Security, Privacy and Critical

Infrastructure Protection, and as Chief Information Officer of the Department of Energy.

Federal CIOs share the concerns of this Committee, senior members of the Administration, and
the public that we need to continue improving the security of our government information
systems. Over the past five years, the technological advances in the Internet and commercially
available software have produced enormous consumer and organizational benefits have also
moved cyber security from the back room to the front lines. When I addressed this Committee in
March of this year, I noted that the single biggest challenge for CIOs in cyber security was
increasing line management awareness of this issue. The second biggest challenge I see facing
CIOs is helping line management answer the question: What is adequate? Security experts tell
us that no system is impenetrable if network access is provided. Additionally, the collective
inexperience of government and industry in applying security to a range of fanctions including
public web sites, financial databases, procurement-sensitive data, citizen benefits, corporate-

sensitive or government-sensitive research makes this a hard problem.

As co-chair of the Security, Privacy, and Critical Infrastructure Committee of the CIO Council, I
have primarily focused my efforts in the area on “what is adequate security”. We have made

great strides in this area by focusing efforts on programs that provide a broad range of security
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enhancements to existing policy and guidance. The Council has sponsored a web-based
repository for sharing security best practices. We have developed sample security policies for
use by agencies for intrusion reporting and procuring security products. An ongoing effort is to
develop a set of benchmark security practices for common electronic services. The Council is
also Jeading efforts to establish a government-wide encryption infrastructure using public key
technology that will ensure confidentiality of government information as well as support digital

signatures and strong authentication.

An additional CIO Council effort that is particularly relevant to today’s hearing is the
development of an Information Technology Security Assessment Framework. This effort was
initiated about ten months ago to provide a tool to help guide security efforts within Federal
agencies. The framework has been developed largely with the leadership of the National
Institute of Standards and Technology (NIST) building upon existing policy and guidance from
the Office of Management and Budget (OMB) and the General Accounting Office (GAQ). We
have completed a final draft of Version I of the Information Technology Framework, and we
anticipate final release by October 31, 2000. The CIO Council recommends that the Committee
adopt this version of the Framework as a common tool for use by the Executive and Legislative

branches.

Another area I would like to address is the need for strong support for funding a set of cross-
government security initiatives that serve as the foundation for agency cyber security efforts.

The co-chairs of the Security Privacy and Critical Infrastructure Committee of the CIO Council
recently sent a letter to all Members of Congress that highlighted this concern. The letter
highlights that of the almost $2 billion identified in the Administration’s Fiscal Year 2001 budget

3
September 11, 2000



123

request for cyber security related items, only about $50 million is requested for government-wide
foundation programs. It is clear to Federal CIOs that the lack of a single integrated budget for
these foundation cyber security items has made it difficult to give these efforts the proper
attention they deserve. Likewise, the efforts of the CIO Council continued to be hampered by
the lack of an effective method to fund the cross-government initiatives that we undertake. 1

have enclosed a copy of the letter (Attachment I} at the end of this testimony.
ACTIVITIES OF THE CIO COUNCIL

The Federal Chief Information Officer’s Council has undertaken a number of activitics over the
past eighteen months that have government-wide implications in improving cyber security of
Federal agencies. Key among these efforts are projects to provide federal agencies with the
mechanisms to better manage their cyber security programs by developing a web-based
repository to share security best practices and a framework to assess the current state of their

cyber security program.

Best Security Practices Web Repository

The need for widespread use of best security practices is acknowledged among government
departments and agencies. A series of GAQ audits and widely reported penetrations of
government networks has highlighted the need for a focused effort to collect, document, and

disseminate solution sets.
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Since this effort has been consistently lacking in the past, the CIO Council, in conjunction with
the U.S. Agency for International Development and the Computer Sciences Corporation, has
sponsored an initiative to fill the security knowledge gap between professional classroom
training and ad hoc electronic bulletin board discussion threads. Providing a structured
capability for all Federal IT professionals to share first-hand information regarding their security
implementation experiences will do this. The initiative CIO Council’s Best Security Practices
initiative includes the development of a website (http://bsp.cio.gov) that will collect, document
and disseminate solutions sets for IT security professionals. The site allows users to obtain
information relevant to their needs. The types of information received from the repository are
widespread and include artifacts such as checklists, briefings, and policies. By using these Best
Security Practices (BSPs), an agency can reduce the cost of developing their own program,
improve the speed of implementation, and increase the quality of security solutions across their

agency.

The CIQ Council is currently populating the site with Best Security Practices from each agency.
1 personally drafted a memorandum to my colleagues on the Council encouraging their support
by submitting BSPs to the repository. The goal of the Committee is to populate the repository
with 100 plus BSPs by mid 2001.

Securing Electronic Government Services to the Public

Over the past year, the government has continued to create electronic government services,

changing the way citizens and companies interact with government. A major issue that has been
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identified with the implementation of electronic government services is information security,

including the validity, reliability and privacy of both stored and transmitted information.

In light of this issue, my colleagues and I on the Committee have partnered with the Chief
Financial Officers Council and the Information Technology Association of America to develop a
guideline that identifies security solutions that enable delivery of services while ensuring

adequate security in a risk balanced implementation.

On May 31, 2000, we invited representatives from government and industry to discuss security
benchmarks that Federal agencies can use when implementing electronic government services.
More specifically, we discussed cyber security in the context of three electronic government
services-—web-based information services, government and industry procurement, and financial
transactions to the public. This meeting is the first in what will likely become a series of
discussions between government and industry to develop a resource guide for Chief Information
Officers (CIOs) as they champion electronic government initiatives within their departments and

agencies. We expect to release Version 1 of the guideline by December 31, 2000.

Sample Policies and Guidelines for Information Security and Privacy

In my role as CIO of the Department of Energy, [ have found it extremely helpful to use
guidelines and policies that have been endorsed or used by other agencies. At the same time, [
noticed there was a deficiency in the process to disseminate these policies and guidelines and no
widely accepted process for distributing good sound policies and guidance from other agencies.

The Security, Privacy and Critical Infrastructure Committee has formed a Sample Policy
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Working Group to identify policies and guidance that would provide assistance to federal

agencies in their efforts to secure their government systems.

The working group reviews policies and recommends some as best practices to be used by other
agencies. The best practice is then distributed fo the rest of the council members to ensure

awareness of the practice, which in turn largely eliminates duplication among agencies in certain
areas of cyber security. Over the last several months, the group has identified two policies listed

below and has recommended that they be used by the rest of the Federal government:

»  Guidelines fo Federal Organizations on Security Assurance and Acquisition/Use of
Tested/Evaluated Products. This document provides guidelines for Federal

organizations’ acquisition and use of security-related Information Technology products.

*  Model Information Technology Privacy Impact Assessment. The Internal Revenue
Service's (IRS) "Privacy Impact Assessment” has been deemed by the Council as a best
practice for evaluating privacy needs and risks on information systems, especially new or
upgraded systems. The IRS model is particularly relevant since it is designed to evaluate
privacy needs on information systems that contain personal and financial data on virtually
every taxpaying resident with extremely rigorous privacy requirements. This is also

helpful to agencies because it is now required prior to the development of a new system.

Information Technology Security Assessment Framework
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In partnership with NIST, the CIO Council has also developed the Information Technology (IT)
Security Assessment Framework to assist managers in their quest for achieving effective cyber
security management. The Framework provides the means for Federal organizations to evaluate
the state of their security program and to establish a target for improvement where necessary.
The Committee has completed version 1 of the Framework. Continning efforts on the IT
Security Assessment Framework will be to develop a companion document that will more
explicitly define methods for measuring the effectiveness of the controls for each of the five
levels in the Framework. Toward this objective, measures are being developed leveraging
parallel work done by Citigroup, a leader in corporate information security. The Council
anticipates release of Version 1 by October 31, 2000. The CIO Council recommends that all

Federal organizations target achievement of Level 2 of the Framework within the near future.

Funding

Historically, individual agencies developed their own respective cyber security programs to
protect their critical information assets. However, there are also several multi-agency initiatives
that have been funded to improve cyber security efforts across government. These cross-
government efforts have become even more important in today's environment of increased
system interconnectivity. Without such efforts, agencies may not have the mechanisms in place
to effectively coordinate their cyber security efforts. In the Administration’s Fiscal Year 2001
request, federal agencies have requested approximately $2 billion to fund cyber security efforts.
Most of this funding has been requested to provide necessary security for individual agencies.
Only a small portion of this funding request is intended to provide for cross-government
initiatives. These government-wide initiatives provide the necessary foundation for coordinating
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government-wide security efforts as well as providing cormmon solutions that will improve

efficiency and effectiveness of individual agency security programs.

While there has been significant progress in improving government cyber security, it has become
clear that the set of foundation government-wide efforts to improve cyber security are being
hampered by a patchwork of funding and oversight structures in both the Executive and
Legislative branches. In particular, these cross-government efforts are budgeted for by several
agencies, and funding and oversight is likewise provided by a number of congressional
committees. Federal CIOs view these programs as critical to our ability to create effective
information security programs within individual agencies. Moreover, we are increasingly
concerned that the collective visibility of these efforts is being lost. As a result, we are
increasing our efforts to ensure oversight of these essential programs and to encourage budget

support from Congress.

In a Jetter delivered to each congressional office last week, the co-chairs of the Security, Privacy
and Critical Infrastructure Committee summarized the foundation security programs we believe
comprise the essential foundation supporting government wide efforts to provide secure
operation of cyber systems. These programs total $48.3 million in the Administration's FY 2001
budget request. I encourage your support for these programs and will continue to ensure

oversight from the Council.

Outreach
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Over the last year, the Security, Privacy and Critical Infrastructure Committee has responded to
the need for government outreach and awareness. The Committee has sponsored a number of
activities including conferences, newsletters, and speaking engagements almost on a weekly
basis. In addition, the Committee created a website to promote the activities of the Committee
and intend to continue with this effort. Specifically, we have sponsored Critical Infrastructure
Awareness Day, Hacker Awareness Day, and co-sponsored Defending Cyberspace ‘99 and the

National Information Systems Security Conference.

In conjunction with NIST, the Committee is publishing a bi-monthly newsletter targeted at senior
executives in the Federal Government. The newsletter is intended to increase awareness of cyber
security trends and issues among the U.S. Government’s senior level CIOs and executives. The
newsletter highlights cyber security issues and covers articles outlining current trends, issues,

and topics of interest.

Public Key Infrastructure

The Council is also leading efforts to establish a government-wide encryption infrastructure
using public key technology that will ensure confidentiality of government information as well
as support digital signatures and strong authentication. In the spring of this year, the CIO
Council adopted the efforts of the Federal Public Key Infrastructure (PKI) Steering Committee.
The Steering Committee is working closely with the CIO Council Committees on Architecture

and Security, Privacy, and Critical Infrastructure.
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The PXI Steering Committee has requested FY 2001 funding to support the implementation of a
capability called the Federal Bridge Certification Authority, which supports peer-to-peer agency
PKI interoperability. A prototype bridge has been successfully demonstrated to work in a test
environment. The requested funding will not only implement this capability on a production
level, but will also assist agencies that use it to interoperate, thus helping agencies electronically
enable their transactions in an efficient fashion and facilitating compliance with the mandates of

the Government Paperwork Elimination Act.

DOE CYBER SECURITY INITIATIVES

During the past eighteen months, the Department of Energy (DOE) has completely restructured
its cyber security program. DOE has focused on improving awareness of cyber security threats
and installing improved security controls across the DOE complex. I have seen enormous
progress in how information is protected and a significant increase in awareness of cyber security
issues at all levels within the Department. While we have worked this issue aggressively, cyber
security is not a quick fix and more needs to be done. However, the security protection in the

Department is improving rapidly, and I appreciate the opportunity to discuss our progress.

In spring 1999, Secretary Bill Richardson announced a comprehensive plan for sweeping
security reform, including a restructuring and increased focus on cyber security Department-
wide. DOE developed and documented a multilevel management and oversight process for
cyber security. The Office of the Chief Information Officer (CIO) is responsible for cyber
security policy development and overall supervision of the Department’s cyber security program.
Line management organizations, including Headquarters Program Secretarial Offices and
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Intermediate Offices (Operations and Field), are responsible for monitoring organization
implementation of policy, ensuring adequate resources are applied to cyber security, and

accepting residual risks through organizational Cyber Security Program Plans.

The Secretary of Energy also established a direct reporting relationship with the Office of
Independent Oversight and Performance Assurance (Independent Oversight) to evaluate the
effectiveness of line management implementation of Departmental security policy. Independent
Oversight maintains a robust vulnerability and penetration testing capability and conducts
comprehensive cyber security assessments that include performance testing and programmatic

evaluations.

Assuming responsibility for cyber security initiatives that reach all Departmental employees, the
Office of the CIO initiated an aggressive plan for restructuring the classified and unclassified
computer security programs and implementing a corporate approach to cyber security as part of
Departmental organizational management. Continued substantial improvements in the
Department commitment to cyber security can occur only when all Federal and contractor

employees consistently interact with and are accountable to the cyber security program.

Specific actions taken by DOE since the spring of 1999 to improve the level of cyber security

include the following:

e Creating a single, Department-wide Cyber Security Office under me as the Department’s
Chief Information Officer.
* Requiring work “stand downs” at all sites to conduct security awareness training.
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* Developing and issuing four new cyber security policies and three new cyber security
guidelines.

* Instituting a set of cyber security metrics, which permit us to evaluate progress at each site.

e Doubling the size and increasing the role of the DOE’s security incident and early warning
capability located at our Computer Incident Advisory Capability (CIAC) at Lawrence
Livermore National Laboratory in California.

e Having each DOE site develop a detailed, site-specific cyber security program plan (CSPP)
describing the implementation of cyber security protection at the site.

* Deploying a department-wide cyber security training program to improve the security skills
of our Systerns Administrators and a separate training course provided to line managers.

e Significantly upgrading DOE site cyber security protection through the expanded use of
firewalls and intrusion detection software, stronger passwords, improved system
configuration controls, and reconfiguration of system and network connectivity to reduce
vulnerabilities.

o Creating a proactive independent security assessment organization, the Office of Independent
Oversight and Performance Assurance, that reports directly to the Secretary to conduct
independent reviews of security throughout the complex.

e Establishing cyber security Policy and Technical Working Groups to assist in the formulation

of policy and guidance as well as to provide technical advice to my office.

Cyber security policies and guidelines
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Since July 1999, the Department of Energy has developed and implemented four policies and
three guidelines, completely revising previous guidance on unclassified cyber security. Those

policies include:

e Use of Warning Banners on Departmental Computer Systems (June 17, 1999)
o Unclassified Cyber Security Program (DOE Notice 205.1, July 26, 1999)
e Foreign National Access To DOE Cyber Systems (DOE Notice 205.2, November 1, 1999)

o Password Generation, Protection, and Use (DOE Notice 205.3, November 23, 1999)

These guidelines include:

»  Guidelines on Developing Cyber Security Program Plans
¢ Password Guide (DOE Guide 205.3-1, November 23, 1999)

e Cyber Security Architecture Guide (July 27, 2000)

We have also posted these policies and guidelines at http://cio doe.gov/ for easy reference.

Cyber security metrics

A cyber security metrics program was initiated earlier this year to measure progress at each DOE
site and to focus management attention on problem areas. Two sets of metrics data have been
collected: site reporting of security incidents and site compliance with DOE policy. The
Department is in the process of reevaluating its current metrics program to enhance data

collection efforts and to better report on the effectiveness of its cyber security program.
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Department-wide security incident and early warning capability

DOE N 205.1, Unclassified Cyber Security Program, issued July 26, 1999, requires DOE sites to
report significant cyber security incidents to the Department of Energy’s Computer Incident
Advisory Capability (CIAC). As the DOE's central reporting capability, CIAC is responsible for
tracking and analyzing the reports it receives, looking for trends, patterns, and any other events
of concern. Each DOE organization is required to provide 24-hour-a-day, 7-day-a-week
coverage for incident reporting. DOE policy also requires that DOE organizations specify in
their site security plans (i.e., CSPP) the type of events that require monitoring, the "enclaves”
and systems subject to monitoring, how the 24x7 monitoring is handled, and the composition of
the organization incident response team. In addition, CIAC will provide security incident
information to the National Infrastructure Protection Center, the DOE Office of
Counterintelligence, and the Federal Computer Incident Reporting Capability/Federal Intrusion

Detection Network (FedCIRC/FIDNET), as necessary..

Site-specific cyber security plan

DOE Notice 205.1 requires departmental elements to prepare site cyber security program plans
(CSPP) and update these plans at least every two years. Each site has developed a detailed CSPP
to describe the implementation of these new policies and guidelines. As of September 11, 2000,
81 site plans have been prepared and reviewed by the CIO, as required by DOE policy. In
addition, DOE Notice 205.1 recommends that sites prepare individual plans for major

applications. However, these plans for major applications are not centrally reviewed at present.
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The Department also has a department-wide plan, entitled Cyber Security Action Plan, dated
August 1999, that describes major elements of the cyber security program and timelines. This

Action Plan is currently under revision, and its expected publication date is September 30, 2000.

Department-wide cyber security training program

The Department completed a rapid training program to improve the security skills of its System

Administrators, with over 2,000 System Administrators trained as of May 15, 2000. A separate

cyber security training course was provided to line managers.

Additional cyber security training is being extended to cover all DOE personnel, including users,

line managers, senior managers, and technical personnel over the next several months.

Site specific cyber security protection upgrades

Firewalls have been implemented or enhanced at all DOE sites. DOE's Security Architecture

Guideline requires application-level protection, including firewalls.

On July 27, 2000, the Department issued draft guidance on cyber security architecture, which
further emphasizes risk-based management. This guide supplements DOE Notice 205.1 and
provides a common framework for DOE sites to tailor their cyber security program to the unique
mission and technology environments at each site. The architecture requires each organization to

manage risk by assessing impacts to business operations and implementing effective controls
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consistent with the cyber security architecture guidelines and commensurate with the assessed

level of risk.

Establishment of the Office of Independent Oversight and Performance Assurance

In May 1999, a proactive independent security assessment organization was established—the
Office of Independent Oversight and Performance Assurance—reporting directly to the
Secretary. For the past year, this Office has been conducting thorough reviews of cyber security
effectiveness at DOE sites with emphasis on major applications with the greatest risk. This

Office assesses each site at least every 18 months.

Cyber Security Policy and Technical Working Groups

Since the spring of 1999, all DOE cyber security policies have been developed through extensive
Department-wide coordination and consultation. DOE Notice 205.1, dated July 26,1999,
formalized this coordination and consultation process by chartering the (cyber security) Policy
Working Group (PWG) and the Technical Working Group (TWG). These groups include
representation from DOE Laboratories and Program Offices and have been specifically formed
to assist in the formulation of policy and guidance as well as to provide technical advice to the
CIO. The groups were formed in January 2000. To date, the PWG has met three times, and the
TWG has met twice. The Department believes that the two groups are providing an effective
collaborative means to develop official policy and guidance leveraging the extensive expertise in

the DOE Laboratories.
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DOE Actions to Improve Classified Cyber Security

In addition to the items discussed above, the Department of Energy has taken specific steps to
improve the level of classified cyber security across the Department. On May 7, 1999, the
Secretary of Energy issued a nine Action Item plan for the three weapons laboratories (Lawrence
Livermore National Laboratory, Los Alamos National Laboratory, and Sandia National

Laboratory). The nine items are as follows:

1. Within seven days of issuance of the Action Item plan, each weapon laboratory scheduled a
suspension of all classified personal computers to allow professional and administrative staff
who normally uses those computers to attend training and review sessions in computer and

information security policies and procedures.

2. On a continuing basis, each laboratory instituted an aggressive computer security training

and threat awareness education process for all personnel who use classified computers.

3. Each laboratory implemented processes that made it physically impossible for classified
information to be moved within a single work area from a classified computer to an

unclassified computer by the transfer of removable media.

4. Each laboratory put into place rigorous new procedures governing the authorized transfer of

unclassified files from classified computers.
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5. Each laboratory established a process to audit unclassified computer systems to insure
compliance with procedures for control of sensitive information and put in place automated
sniffing and monitoring programs that continuously scan for classified content in unclassified
storage archives and outgoing e-mail.

6. Each Lab developed processes to more stringently apply need-to-know criteria to classified
data archives, to institute automated means to monitor and enforce access policies, and to
deter and detect any violations.

7. On a continuing basis, each Lab began technical measures to increase the security of its
classified networks against insider threats.

8. Each Lab rapidly implemented a three-level network protection program (“‘green, blue,
classified™).

9. Each Lab instituted continuing vulnerability analyses, including the use of red teams and

senior security policy boards.

The Department is continuing to improve security for our sensitive, classified systems.
Preliminary plans have been developed to dramatically improve the technology used to provide
protection within our classified systems. A detailed plan will be provided to Congress in January
2001 that will outlines the Department’s specific recommendations in this area. In the interim,

the Department of Energy is in the process of implementing the following policies:

e The standard workstation configuration for classified data processing will be media-less or
physically housed in a protective enclosure;

e Classified data processing on laptops is not allowed, and
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e All exceptions to the policy must be documented and approved by a site Designated

Approving Authority.

Measurable results from DOE initiatives

The Department of Energy has come a long way over the past 18 months. Recent GAO! and

Department of Energy Office of Independent Oversight and Performance Assurance? reviews
have highlighted the positive changes that have taken place Department-wide. While I am not yet
satisfied with the level of protection the Department has achieved to date, I believe the initiatives
we have taken over the past year have dramatically improved security within the Department.
Furthermore, I believe the Department is on track to demonstrating effective security program

implementation at all sites in the near future.

Next Steps for DOE

The challenge for the Department of Energy is to maintain the current cyber security program
and be sufficiently proactive to meet tomorrow’s challenges. Iam the first to admit that the
Department of Energy has more work ahead. Currently, our near term plan is to better integrate
security implementation with line management responsibility, continue implementation of site
cyber architectures (boundary protection, host and application based controls), and improve our

risk management processes.

! mformation Security: Vulnerabilities in DOE’s Systems for Unclassified Civilian Research (GAO/AIMD-00-140, June 9,
2000)

2 Cyber Security Review of Unclassified Systems at Department of Energy Headquarters (May 2000)
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The Department is intent on integrating cyber security into management and work practices at all
levels so missions are accomplished while protecting DOE’s critical cyber information assets.
To accomplish this goal, cyber security management must be integrated into all facets of work

planning and execution.

DOE is currently developing a formal, comprehensive department-wide cyber security
management program that integrates risk management processes, and physical, technical, and
administrative controls for ensuring confidentiality, integrity, and availability of DOE’s
information assets. Under this program, a framework of objectives, guiding principles, and
security activities and functions, applicable to classified and unclassified environments, will be
established to govern consistent implementation of cyber security management throughout the

Department.

Conclusion

In summary, DOE’s cyber security program as of September 11, 2000 bears little resemblance to
the program in place just a year ago. We have promulgated updated cyber security policies; our
security training has improved the effectiveness of our system administrators and informed our
management of upgraded cyber security threats; each site has upgraded its security controls and
has improvement plans to be executed as resources are available; and a review and follow-up
process using the Secretary’s Independent Oversight function permits the Department to
objectively assess our status. Although we have made great progress, there is room for
improvements. Clearly, the review of Headquarters shows that we have significant weaknesses
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that require immediate attention. Moreover, the Department believes that Headquarters must set
the standard for the rest of the Department on how it implements security of cyber systems. The
Secretary and 1 are fully committed to ensuring that Headquarters is a model for the rest of the

Department.

Beyond fixing the clear weaknesses, the Department is moving to strengthen security in a
number of areas. Current focus areas for improvement are eliminating the use of clear-text
reusable passwords, implementing consistent security architectures at each site, using automated
tools to review firewall and intrusion detection logs to identify and then automatically block
access from Internet sites that are attacking DOE sites, and automated distribution of software

patches to make the process of patching vulnerabilities more rapid and reliable.

We know that there is no silver bullet fix for cyber security. Success in this area will take
continued and focused effort to deal with the increasing complexity of the threats and the rapid

evolution of technology.

Thank you. This completes my testimony. I would be happy to answer any questions from

Committee members.

22
September 11, 2000



142

Mr. HorN. Well, thank you very much. And I would hope that
when there is some budget negotiations going on toward the end,
that the President’s list will include this, and we hope that the
Speaker will include it.

The next witness is John R. Dyer, the Chief Information Officer
for the Social Security Administration.

Mr. Dyer.

STATEMENT OF JOHN R. DYER, CHIEF INFORMATION
OFFICER, SOCIAL SECURITY ADMINISTRATION

Mr. DYER. Good morning, Mr. Chair, Mr. Turner. Thank you very
much for inviting us to testify.

We, too, as this committee, consider security to be an actual vital
concern, particularly in this day as we move more into the systems
world.

At the onset let me emphasize that the Social Security Adminis-
tration has always taken the responsibility to protect the privacy
of personal information in agency files very seriously. The Social
Security Board’s first regulation published in 1937 dealt with the
confidentiality of SSA records. For 65 years SSA has honored its
commitment to the American people to maintain the confidentiality
of the records in our possession. We understand in order to address
privacy concerns, we need a strong computer security program in
place. Today I would like to discuss where we are with computer
security, what improvements we’re making.

SSA approaches computer security on an entitywide basis. By
doing so we address all aspects of the SSA enterprise. Overall the
Chief Information Officer, who reports directly to the Commis-
sioner and Deputy Commissioner, is responsible for information
system security. In my role as CIO, I assure that our security ini-
tiatives are enterprisewide in scope. At the Deputy Commissioner
level, Social Security’s Chief Financial Officer assures that all new
systems have the required financial controls to maintain sound
stewardship over the moneys entrusted to our care. We have also
placed our system security policy function with this Deputy Com-
missioner.

In order to meet the challenges of data security in today’s highly
technological environment, this agency has adopted an
enterprisewide approach to system security, financial information,
data integrity and prevention of fraud, waste and abuse. We have
full-time staff devoted to system security stationed throughout the
agency, in all regions and in the central office. We have established
centers for security and integrity in each Social Security region.
They provide day-to-day oversight control over our computer soft-
ware. In addition, we have a Deputy Commissioner-level Office of
Systems which supports the operating system, develops new soft-
ware and the related controls, and, in general, assures that Social
Selcurity is taking advantage of the latest in effective systems tech-
nology.

SSA has been certifying its sensitive systems since the original
OMB requirement was published in 1991. Our process requires
Deputy Commissioners responsible for those systems to accredit
them. SSA’s planning and certification activity is now in full com-
pliance with NIST 800-18 guidance.
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SSA sensitive systems include all programmatic systems needed
to support programs administered by the agency as well as critical
personnel functions. They also include the network and the system
used to monitor Social Security’s data center operations.

As an independent agency we have our own inspector general
who can focus his efforts on the agency needs and concerns. The
IG is also very active working with other Federal, State and local
law enforcement agencies to assure all avenues for investigation
and prosecution are being pursued, especially for systems security-
related issues.

In summary, we have in place the right authorities, the right
personnel, the right software controls to prevent penetration of our
systems and to address systems security issues as they surface.

As I mentioned, SSA has maintained an information security
program for many years. Key components, such as deploying new
security technology, integrating security into the business process,
and performing self-assessment of our security infrastructure, to
name a few, describe the goals and objectives that will touch every
SSA employee.

Of particular importance this year are the activities related to
the Presidential Decision Directive PDD—63 on cyberterrorism and
infrastructure protection and continuity of operations. We have re-
cently completed an evaluation of all critical SSA assets. I am
pleased to note that SSA was one of the first agencies to do so.

Originally, SSA was not a tier I agency, but given the importance
of our ongoing monthly payments, we were elevated to this level by
the Critical Infrastructure Assurance Office. As part of this effort
we have completed an inventory of all critical assets and imple-
mented an incidence response process for computer incidents. We
have also revised our physical security plans to assure our facilities
are properly secured.

An independent auditor, Pricewaterhouse Coopers, has evaluated
our security program over the last 4 years working with the IG.
They have given us many recommendations to strengthen our secu-
rity program, and we have implemented 77 percent of their rec-
ommendations. We are addressing the remainder at this time. Most
of the ones that will take us to finish up over the next fiscal year
are facility-related, and that’s what takes a little bit of time.

In addition, we have ongoing site reviews, corrective actions, and
we also have another independent contractor, Deloitte and Touche,
reviewing our systems and overall management.

In the contingency area this year, we actually tested all of our
sites at one time, which was an area of recommendation that
Pricewaterhouse Coopers had recommended for us. And so we be-
lieve that when we get the next report from PwC, it will indicate
that we have made substantial progress.

In terms of the new increasing technology, and as we’re moving
toward Internet, we are putting in place all the latest security fea-
tures from firewalls to filters to head off specific attacks.

So I would like to say in conclusion, Mr. Chairman, the Social
Security Administration has a longstanding tradition of assuring
the public that their personal records are secure. Both the Commis-
sioner and the Deputy Commissioner give system security their
highest priority. We all recognize this is not a one-time task to be
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accomplished, but rather it’s an ongoing mission that we can never
lose sight of. We know we cannot rest on past practice. We must
be vigilant every way we can to assure that these records remain
secure and that the public confidence in Social Security is main-
tained.

I want to thank the committee for the opportunity to testify at
this hearing, and I will be glad to answer any questions you might
have.

Mr. HORN. Thank you very much, Mr. Dyer.

[The prepared statement of Mr. Dyer follows:]
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M. Chairman and Members of the Subcommittee:

Thank you for inviting me here today to discuss computer security at the Social
Security Administration (SSA). We appreciate this subcommittee’s interest in

systems security and agree that system security is critical in today’s environment.

At the outset, let me emphasize that SSA has always taken its responsibility to
protect the privacy of personal information in Agency files very seriously. The
Social Security Board’s first regulation, published in 1937, dealt with the
confidentiality of SSA records. For 65 years, SSA has honored its commitment to
the American people to maintain the confidentiality of the records in our
possession. We understand in order to address privacy concerns we need a strong

computer security program in place.

Modern computer security requires the implementation of sophisticated software
and control of access to the system. SSA uses state of the art software that .
carefully restricts any user access to data except for its intended use. Using this
software, only persons with a "need to know" to perform a particular job function
are approved and granted access. Our systems controls not only register and
record access, but also determine what functions a person can do once access is
authorized. SSA security personnel assign a computer-generated personal
identification number and an initial password to persons who are approved for
access (the person must change the password every 30 days). This allows SSA to
audit and monitor the actions individual employees take when using the system.

These same systems provide a means to investigate allegations of misuse and have

been crucial in prosecuting employees who misuse their authority.
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Today, I would like to discuss where we are with computer security and what
improvements we are making. SSA approaches computer security on an entity

wide basis. By doing so, we address all aspects of the SSA enterprise.

Enterprise-wide Security

Overall, the Chief Information Officer (CIO) who reports directly to the
Commissioner and the Deputy Commissioner is responsible for information system
security. In my role as CIO, I assure that our initiatives are enterprise wide in
scope. At the Deputy Commissioner level, SSA’s Chief Financial Officer, assures
that all new systems have the required financial controls to maintain sound
stewardship over the monies entrusted to our care. We also have placed our

systems security policy function with this Deputy Commissioner.

In order to meet the challenges of data security in today's highly technological
environment, the Agency has adopted an enterprise-wide approach to systems
security, financial information, data integrity, and prevention of fraud, waste, and
abuse. We have full-time staff devoted to systems security stationed throughout
the Agency, in all regions and in central office. We have established centers for
security and integrity in each SSA region. They provide day to day oversight and
control over our computer software. In addition, we have a Deputy Commissioner-
level Office of Systems which supports the operating system, develops new
software and the related controls and, in general, assures that SSA is taking

advantage of the latest in effective systems technology.
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SSA has been certifying its sensitive systems since the original OMB requirement
was published in 1991. Our process requires Deputy Commissioners responsible
for those systems to accredit them. SSA’s planning and certification activity is

now in full compliance with NIST 800-18 guidance.

SSA’s sensitive systems include all programmatic system needed to support
programs administered by the Agency as well as critical personnel functions. They
also include the network and the system used to monitor SSA’s data center

operations.

As an independent agency, we have our own Inspector General (IG) who can focus
his efforts on the agency's needs and concerns. The IG is also very active in
working with other Federal, State and local law enforcement agencies to assure all
avenues for investigation and prosecution are being pursued--especially for

systems security-related issues.
In summary, we have in place the right authorities, the right personnel, and the
right software controls to prevent penetration of our systems and to address

systems security issues as they surface.

Information Systems Security Plan

As I mentioned, SSA has maintained an information system security program for
many years. Its key components, such as deploying new security technology,
integrating security into the business process, and performing self assessments of

our security infrastructure, to name a few, describe goals and objectives that will
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touch every SSA employee.

Of particular importance this year are the activities related to the Presidential
Decision Directives (PDD-63) on infrastructure protection and continuity of
operations. We have recently completed an evaluation of all critical SSA assets.

I’m pleased to note that SSA was one of the first Agencies to do so.

Originally, SSA was not one of the Tier I agencies. But given the importance of
ongoing monthly payments we have been elevated to that level by the critical

infrastructure assurance office.

As part of this effort we have completed an inventory of all critical assets and
implemented an incidence response process for computer incidents. We have also
revised our physical security plans to assure our facilities are properly secured.
Recently, we were one of the key agencies that evaluated the CIO Council’s
“maturity” model. This will help us compare where we are with industry standards

overall.

Ongoing Monitoring and Assessment

Our independent auditor, Pricewaterhouse Coopers, has evaluated our security
program each of the last 4 years. They have given us many recommendations to
strengthen our security program and we have implemented 77 percent of their
recommendations. We are addressing the remainder at this time. The remaining

recommendations involve longer timeframes to implement. They will be
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completed on a flow basis—we anticipate all will be completed by the end of the

next fiscal year.

In addition, SSA has its own formal program of onsite reviews and corrective
action. We also use an independent contractor, Deloitte and Touche, to review our
systems and overall management of the program. All of this is tracked at the
highest levels through an executive internal control committee which I chair and

has membership of the Inspector General and key deputies.

Zero Tolerance for Fraud

Finally, I also want to state that we have a zero tolerance at SSA for fraud, waste,
and abuse. We believe that our zero tolerance policy has paid off, as evidenced by
the fact that almost all of the recommendations made to the Agency by
independent auditors in recent years have been of a pre-emptive nature as opposed
to a remedy for any actual abuse. Nonetheless, when we have evidence of an 7
abuse of system privileges, addressing the matter is a number one priority of the

Agency.

On June 22, 1998, Commissioner Apfel issued a notice to all SSA employees about
administrative sanctions to be taken against any SSA employee who abuses his or
her systems privileges. The penalties are severe and will lead to termination of
employment for anty offense that involves selling data. On March 2, 2000 this

notice was revised and updated to make it even more relevant to employees.
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SSA's IG is committed to the investigation and prosecution of every employee
abuse case that is identified. Many of the SSA employee cases turned over to the
IG for investigation were first discovered by the Social Security Administration

itself. We must keep in mind that overwhelmingly SSA employees are honest,

hardworking people.

Contingency

In order to ensure that our mission critical systems are up and running, we have a
solid contingency plan in place. In August 2000, we completed a successful test of
all SSA critical systems. Also, SSA has in place a hotsite as backup for its critical
operations. These are recommendations that Pricewaterhouse Coopers thought it

was important for us to complete.
Recent status by PwC noted substantial progress in this area. No new issues were
identified as a result of this year’s review. We believe all issues have been

resolved, but are awaiting PwC’s final report.

Moving Away from Mainframe Systems

I want to come back to the broader concerns. Addressing systems security is, and
always will be, first of all, a high priority for SSA. By design, the Agency has
used a system architecture that relied almost exclusively on mainframe systems
and centralized databases. With this architecture we are able to more tightly
control computer security than those Agencies who are faced with large numbers

of local and/or distributed systems.
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As SSA, in the increasingly technological environment, moves away from the
mainframe environment to more distributed systems, we carefully consider, at
every step of the process, how to build in security features. We have taken a

number of steps to ensure that these new systems are as secure as possible.

We are on constant alert to identify both intrusion detection and denial-of-service
type attacks. SSA’s firewall team uses various services that list current hacker
activity in order to identify the different types of attacks and how to respond and

avoid them. SSA uses various filters on our routers to deny these specific attacks.

We have supported and will continue to support the independent audit of our
financial statements. We have supported the auditors’ detailed testing of SSA’s
systems. We work with the various oversight bodies-the General Accounting
Office and the IG, for example, to review what we are doing and identify any
issues they believe we need to address. Only in this way can we be assured SSA is
getting all the advice that is available to us, and doing its utmost to maintain the

security of our computer systems, and the data they contain.

New Emerging Concerns

We are well aware of the daily stories about new viruses, hackers, and security
breaches and have taken both preventive and enforcement actions to protect
information in Social Security files from any wrongtul use by our own employees
and from any unauthorized access by outsiders. Mr. Chairman, SSA takes a very

proactive approach to identify hacker activity and adopt the proper defensive
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posture to prevent interruption to SSA’s website services. We use state-of-the-art
technology to protect our network. We are on constant alert to identify both
intrusion detection and denial-of-service types of attacks. SSA’s network is
monitored 24 hours a day, not only by SSA technicians but also by contract

services.

This is not to say that we are resting on our laurels. We constantly reevaluate and,
when necessary, upgrade the security features necessary to maintain the public's
confidence that our systems are secure. Computer security is a top management

priority.

When Social Security first became independent in 1995, and had its own IG for the
first time devoted only to SSA's activities, the Commissioner asked the IG to make
employee integrity the number one issue and the IG has done so. SSA has
consistently asked for additional resources for the IG and received support from

Congress for those requests.
Conclusion

In conclusion, Mr. Chairman, the Social Security Administration has a long-
standing tradition of assuring the public that their personal records are secure.
Both the Commissioner and the Deputy Commissioner give systems security their
highest priority. We all recognize that this is not a one-time task to be
accomplished, but rather is an ongoing mission we can never lose sight of. We
know we cannot rest on past practice, but must be vigilant in every way we can to

assure that these personal records remain secure, and that public confidence in SSA
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is maintained.

I want to thank the Subcommittee for holding this hearing and focusing on what
we all view as a critical issue. We are glad to know that the Congress shares our
concerns, and we will work with the Subcommittee to assure the American people
that we are doing all we can to maintain the security of our computer operations. 1

will be happy to answer any questions you may have.
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Mr. HORN. As usual, Social Security is at the top of the heap
even though it’s a B. So we're used to you getting As under the
Y2K situation, and we look forward to you keeping ahead of the
pack, shall we say. Thank you very much for coming. Thanks to
your colleagues that led to a B grade.

We now go to Daryl W. White, the Chief Information Officer of
the Department of the Interior, who has presented us with quite
a full platter of documentation. We appreciate that. It’s all in the
record, and now you have 5 minutes to summarize it.

STATEMENT OF DARYL W. WHITE, CHIEF INFORMATION
OFFICER, DEPARTMENT OF THE INTERIOR

Mr. WHITE. Good morning, Mr. Chairman and Mr. Turner.
Thank you for the opportunity to appear before you today to dis-
cuss the status of computer security at the Department of the Inte-
rior. The Department of the Interior appreciates being afforded the
opportunity to complete the recent computer security question-
naire. We are pleased to report that we are making substantive
progress to improve our computer security posture.

The Department of the Interior recognizes that computer security
is of agencywide importance and is actively working to implement
a well-structured program to protect our information assets. It is
anticipated that the vast majority of issues identified in the ques-
tionnaire will be adequately addressed through implementations of
our program.

Let me summarize the steps that Interior has taken over the
past 14 months to improve our computer security posture. During
1999, Interior performed extensive work in Y2K readiness for mis-
sion-critical systems and major data centers. As a result of Y2K
preparation, policies and guidance for contingency planning and
physical security were issued and several implemented.

In September 1999, we acquired limited funding for contractor
services to perform automated vulnerability scanning of our most
critical systems. Based on the results of the scanning, remediation
was performed where needed.

January 2000, Interior accomplished priority filling of the De-
partment Information Technology Security Manager position with
a well-qualified and experienced individual. We were fortunate to
have obtained Steve Schmidt from the State Department’s Bureau
of Diplomatic Security. Mr. Schmidt has brought a wealth of expe-
rience and practical knowledge to Interior. It is through his leader-
ship and direction that we have seen a revitalizing of the Depart-
ment IT Security Working Group.

Also in January 2000, %175,000 was allocated for computer secu-
rity program development. Funding was obtained through an inter-
nal competitive process whereby senior Department managers
clearly chose computer security as a high priority issue in competi-
tion with other equally important issues. This funding was obli-
gated to obtain contractor computer security services in program
development and limited as-needed vulnerability scanning.

February 2000, Interior was successful in including in the fiscal
year 2001 President’s budget request $175,000 for electronic data
security. The House and Senate omitted this funding from their
versions of the fiscal year 2001 appropriations bill. Interior contin-
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ues to clarify the urgent need for the funding to the Appropriations
Committee.

In May 2000, the Departmental Information Technology Security
Manager issued the Interior Information Technology Security Plan,
fully specifying the National Institute of Standards and Technology
[NIST], published generally accepted principles and practices for
securing Federal computer systems. This plan provides the basis
for ensuring a computer security program that meets or exceeds
the minimum Federal requirements as required by public laws,
Federal regulations and executive branch directions.

July 2000, the Department issued agencywide budget guidance
that further supported Office of Management and Budget instruc-
tions on incorporating computer security funding in all information
technology projects. This guidance advised that computer security
spending should average 5 percent of the total budget for informa-
tion technology spending and placed a high priority on increasing
resources for security.

August 2000, a contract was awarded by the General Services
Administration under the SafeGuard program to Science Applica-
tions International Corp. to provide computer security program de-
velopment services to the Department. This is significant to our ap-
proach to computer security, and I wish to elaborate further.

One of the primary means to improve IT security across the De-
partment of the Interior is to establish proven structured and self-
documenting methodologies for working through the security life-
cycle process. I am pleased to report that realizing this goal has
begun through the award of the mentioned contract. The associated
statement of work divides the task into two phases. The first phase
tasks will provide Interior with the technical and administrative
assistance to put in place proven structured methodologies for in-
formation technology security development. The second phase will
produce minimum requirements for risk mitigation in the form of
policies for agencywide information technology security issues.
From here we will develop technology and product-specific imple-
mentation guides. Dependent upon the availability of resources, we
will then implement operating capabilities.

In August 2000, an additional $240,000 was obtained for com-
puter security program development. This funding will be used to
accomplish the development and implementation of selected secu-
rity practices.

In closing, it must be noted that our ability to completely imple-
ment an adequate computer security program is strongly depend-
ent upon the availability of necessary resources.

This concludes my statement. I will be happy to respond to any
questions that you or any members of the committee may have.

Mr. HORN. Well, we thank you very much, Mr. White.

[The prepared statement of Mr. White follows:]
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- Good morning, M. Chairman and Members of the Committee. Thank you for the
opportunity to appear before you taday to discuss the status of computer security at the
Department of the Interior.

The Department of the Interior appreciates being afforded the oppértunity to complete the
recent computer security questionnaire. We are pleased to report that we are making
substantive progress io improve our computer security posture.

- The Department of the Interior recognizes that computer security is of agency-wide
importance and is actively working to implement a well-structured program to protect our
information assets. It is anticipated that the vast majority of issues identified in the
questionnaire will be adequately addressed through implementation of our program.

Let me summarize the steps that Interior has taken over the past 14 months to improve
our computer security posture:

* During 1999, Interior performed extensive work in Y2K readiness for Mission
Critical Systems and major data centers. As a result of Y2K preparation, policies and
guidance for contingency planning and physical security were issued and successfully
implemented.

* September 1999, we acquired limited funding for contractor services to perform
automated vulnerability scanning of our most critical systems. Based on the resulis of
the scanuing, remediation was performed where needed. ‘

» January 2000, Interior accomplished priority filling of the Departmental Information
Technology Security Manager position with a well-qualified and experienced
individual. We were fortunate to have obtained Steve Schmidt from State
Department’s Burean of Diplomatic Security. Mr. Schmidt has brought a wealth of
experience and practical knowledge to Interior. It is through his leadership and
direction that we have scen a re-vitalizing of the Department IT Security Working
Group.

* January 2000, $175,000 was aflocated for computer seourity program developtoent.
Funding was obtained through an internal compeiitive process whereby senior
Department managers clearly chose computer security as a high priority issve in

1
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competition with other equally important issues. This funding was obligated to obtain
contract computer security services in program development and limited “as needed”
vulnerability scanning. '

February 2000, Interior was successful in including in the FY 2001 President’s budget
request for $175,000 for electronic data security. The House and Senate omitted this
funding from their versions of the FY. 2001 appropriations bill. Interior continues to
clarify the urgent need for this funding to the appropriations committees.

May 2000, the Departmental Information Technology Security Manager issued the
Interior Information Technology Security Plan fully specifying National Institute of
Technology and Standards (NIST) published generally accepted principles and
practices for securing federal computer systems. This plan provides the basis for
ensuring a computer security program that meets or exceeds the minimum federal
requirements as required by public laws, federal regulations, and Executive Branch
directions. '

July 2000, the Department issued agency-wide budget guidance that further supported
Office of Management and Budget instructions on incorporating computer security
funding in all Information Technology projects. This guidance advised that computer
security spending should average 5% of the total budget for Information Technology
spending, and placed a high priority on increasing resources for security.

August 2000, contract award by the General Services Administration under the
SafeGuard program to Science Applications International Corporation to provide
computer security program development services to the Department.

This is significant to our approach to computer security and I wish to elaborate
further. One of the primary means to improve IT security across the Department of the
Interior is to establish proven, structured, and self-documenting methodologies for
working through the security life-cycle process. Iam pleased to report that realizing
this goal has begun through the award of the mentioned contract. The associated
statement of work divides the tasks into two phases. The first phase tasks will provide
Interior with the technical and administrative assistance to put in place proven,
structured methodologies for Information Technology security development. The
second phase will produce minimum requirements for risk mitigation in the form of
policies for agency-wide Information Technology security issues. From here, we will
develop technology and product specific implementation guides. Dependent upon the
availability of resources, we will then implement operating capabilities.

August 2000, an additional $240,000 was obtained for computer security program
development. This funding will be used to accomplish the development and
implementation of selected security practices.

Plarmed October 2000, the Department will conduct an agency-wide Information
Technology conference. The conference includes a computer security track that will

2
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focus on the practical aspects of computer security program implementation. Using
the conference as a backdrop, the Information Technology Security Working Group
will target and prioritize next steps for program implementation.

In closing, it must be noted that our ability to completely implement an adequate
computer security program is strongly dependent upon the availability of necessary
“resources. The Department has made progress through limited funding, and recognizes
that additional resources are needed. The Interior Chief Information Officer has identified
the specific levels of resources needed for meeting the minimal requirements for centrally
managed portions of the program. We are currently working through the FY 2002 budget
development cycle to ensure that the program receives the resources necessary for
successful implementation.

This concludes my statement. 1 will be happy to respond to any questions that you or any
members of the subcommittee may have.
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1.0 INTRODUCTION
1.1 BACKGROUND

The Mission of the Department of the Interior (DOI) is to protect and provide access to
our Nation's natural and cultural heritage and honor our trust responsibilities to tribes.

DOI is composed of the Office of the Secretary, eight bureaus, and a collection of
business centers that play a vital role in accomplishing the overall mission of the
Department. The work specified in this SOW is being requested by the Department IT
Security Manager located in the Office of the Secretary — Office of Information
Resources Management. The products of the specified work will have application across
the Department of the Interior.

1.2 OBJECTIVE

Obtain contract services to assist in documenting and developing the Department of
Interior Information Technology Security Plan (ITSP), and implementing the associated
IT security program. DOI has identified 19 IT security practices that will form the core
of its IT security program. Each of the 19 practices requires a structured methodology to
take the practice from concept to implementation. As a Federal agency, DOI has an
obligation to ensure that its IT security program strictly complies with the letter and
intent of statutory requirements. To meet this obligation, DOI intends for its IT security
program to rely heavily on structured methodologies and techniques that have been
proven effective for other similar Federal agencies.

Outside services are required to provide DOI with the following:
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A well documented IT security plan that provides the basis for an DOL-wide
response to meeting the statutory and practical requirements that accompany the
use of IT processing, storage, and transmission capabilities. This plan will
prescribe the minimum IT security practices applicable to all DOI Bureaus,
Services, and Offices.

A structured methodology for developing DOI-specific, vendor-neutral standards
for implementing generally accepted practices for securing IT systems. These
practices are taken from guidarice developed by NIST, GAO, CIAO, GSA, and
other Federal organizations. The 19 core IT security practices that will be
implemented at DOI are:

» Policy Development

=  Program Management

= Risk Management

= Lifecycle Planning

= Personnel and User Issues

= Preparing for Contingencies and Disasters

= Computer Security Incident Handling

Computer Security Awareness and Training

Security Considerations in Computer Support and Operations
Physical and Environmental Security

Identification and Authentication

=  Logical Access Control

= Audit Trails

=  Cryptography

= (Certification and Accreditation

= . Intrusion Detection and Monitoring

= Software Patch Management

=  Period Assessments and Evaluations -

= Malicious Code Detection, Prevention, and Eradication

A structured methodology for developing practical implemeﬁtation guidance from
DOl-specific, vendor-neutral standards.

A structured methodology for transforming practical implementation guidance
into functioning operating capabilities.

A structured methodology to develop costing models to assist DOI in determining
necessary resource levels for implementing the 19 core IT security practices. DOI
operates in a distributed network and management environment. In this
environment, there will be aspects of the security practices that should be
managed centrally and aspects that should be managed by individuals.

Technical assistance in implementing its IT security plan.
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2.0 SCOPE

The Department of Interior has a compelling need to develop and implement a well-
structured Information Technology security program. This program is necessary to
ensure the protection of National Critical Infrastructure, DOI Mission Critical Systems,
DOI Mission Essential Facilities and other sensitive agency systems. Protection of these
systems is required in accordance with Presidential Decision Directive 63 (PDD 63),
Public Law 100-235 (Computer Security Act of 1987), OMB Circular A-130, Federal
regulations, and Executive Branch directions.

DOI has specified the core of its IT security plan to be comprised of 8 principles and 19
practices. The § principles and 14 of the practices are taken directly from the National
Institute for Standards and Technology (NIST) document, Generally Accepted Principles .
and Practices for Securing Information Technology Systems (NIST SP 800-14). NIST

SP 800-14 was developed at the direction of the Department of Commerce, as required
by the Computer Security Act of 1987. NIST SP 800-14 provides the foundation for
meeting the minimum requirements for the protection of DOI IT systems and hosted data.
The DOI IT Security Manager based on agency-wide discussions has added the 5
additional practices.

DOI now requires contract services to assist in developing methodologies to take the
principles and practices, and tumn them into operating capabilities. Strongly coupled with
this is the need to develop costing models for use in justifying and explaining IT security
resources.

3.0 TASKS
34 Information Systems Security and Information Assurance

The two primary task areas are security plan development and security program
implementation. Security plan development is the first task area requiring completion by
the Client Representative. Security program implementation is anticipated as a future
need to provide a comprehensive approach to IT security.

Security Plan Development

3.1.1 The industry partner shall provide technical and administrative support to assist
DOI in preparing a well documented and complete IT security plan. This plan will
provide the basis for a DOI-wide response to meeting the statutory and practical
requirements that accompany the Federal use of IT processing, storage, and transmission
capabilities. Stated in the plan will be the philosophies, principles, practices, and.
methodologies. DOI will provide statements conceming philosophies, principles, and
practices.” The industry partner shall be responsible for providing and assisting in the
implementation of well documented, structured methodologies. Specific methodologies
include:
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3.1.1.1 The industry partner shall provide technical a.nd administrative support to assist
DOI with preparing a well documented, structured methodology for developing DOI
policies and standards from generally accepted practices for securing IT systems.
Specific practices will be stated by DOI and are taken from guidance developed by NIST,
GAOQ, CIAO, and other Federal organizations.

3.1.1.2 The industry partner shall provide technical and administrative support to assist
DOI with preparing a well documented, structured methodology for developing practical
implementation guidance from DOI policies and standards.

3.1.1.3 The industry partner shall provide technical and administrative support to assist
DOLwith preparing a well documented, structured methodology for moving practical
implementation guidance into functioning operating capabilities.

3.1.1.4 The industry partner shall provide technical and administrative support to assist
DOI with preparing a structured methodology to develop costing models to assist DO in
determining necessary resource levels for implementing IT security practices.

Sécurity Program Implementation

3.1.2  The industry partner shall provide technical and administrative support to assist
DOI in implementing the IT security plan developed in 3.1.1. Achieving full programr
implementation is contingent upon many factors including funding resource levels.
Further, it is not practical to anticipate that all IT security practices move to full
implementation at the same time. The Department wishes to approach the
implementation of security practices based on a prioritization schedule to be developed in
consultation with the Industry partner. A deliverable schedule will be developed based
on the prioritization schedule. Subtasks leading to the completion of this task include:

3.1.2.1 Using the structured methodology documented in the IT security plan, the
industry partner shall provide technical support to assist DOI with developing DOI
policies and standards from generally accepted practices for securing IT systems.

3.1.2.2 Using the structured methodology documented in the IT security plan, the
industry partner shall provide technical support to assist DOI with developing practical
implementation guidance from DOI policies and standards.

3.1.2.3 Using the methodology documented in the IT security plan, the industry partner
shall provide technical support to assist DOI with moving practical implementation
guidance into functioning operating capabilities.

3.1.2.4 Using the methodology documented in the IT security plan, the industry partner
shall provide technical support to assist DOI with developing costing models to

determine necessary resource levels for implementing IT security practices.

4.0 DELIVERABLES
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The industry partner shall submit reports and other deliverables in accordance with the
requirements set forth in the table below. All reports shall be submitted in three (3) hard
paper copies and one (1) electronic copy. Electronic copies shali be made available on a

~ 3-% inch high-density diskette or 100MB ZIP Disks as appropriate compatible with a PC

operating in a Windows environment using the Microsoft Office Suite (Microsoft Word,
Excel or Power Point).

4.1 Reports and other Deliverables

The industry partner shall submit monthly progress reports. Reports shall be classified
according to content and as required by the delivery/task order or other instructions
provided by the Government Contracting Authority (GCA). The progress report shall
contain an executive summary, information on significant activities, progress on work
associated with the delivery orders/task orders, and funds status. . Additionally, the
industry partner shall submit a monthly status report containing: a detailed description of
the activities on each open delivery order and task order, status of funding for each open
order for the current calendar quarter, and projected fund expenditure profile to task
completion. The reports shall be submitted ten (10) calendar days after the reporting
period. One (1) copy shall be provided to-the Contracting Officer. Additionally the
status of individual delivery and task orders shall be provided on a secure WEB server for
access by the OIS COTR and by specifically identified Department/Agency
representatives. The Web based reports shall be viewable online and capable of being
downloaded from the Web by the COTR and other authorized personnel.

Guide.

4.2 Schedule for Deliverables, Reports, and Meetings
No. Title/Soft Copy SOwW Recipients Draft Due Final Due
Format Paragraph
1 Kick-off Primary Client N/A 2 Weeks
Meeting/Microsoft Plus 20 copies for After Award
Power Point Internal Review )
2. | IT Security Plan Outline 3.1.1 Same as above 3 Weeks After 4 Weeks
/Microsoft Word Award After Award
3 IT Security Plan 3.1.1 Same as above 7 Weeks After 10 Weeks
incorporating 3.1.11 Award | After Award
philosophy, principles, 3.1.1.2
practices, and 3.1.13
methodologies 3.1.1.4
/Microsoft Word
8 IT Security Program 3.1.2 To be determined
Implementation based on
prioritization
schedule
developed in
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No. Title/Soft Copy SOW Recipients ~Draft Due Final Due
Format Paragraph )
consultation with
the Industry
partner and subject
to available
funding.
9 Progress Reports 4.1 Monthly
10 Status Reports 4.1 Monthly
11 Briefings 4.3 As
Requested
12 Progress Review 43 Quarterly
Briefing

4.3 Briefings

The industry partner shall prepare and present briefings to the Government, when
requested, on the results of efforts undertaken under this contract. Briefings shall be
conducted in appropriately cleared areas. Schedules and format for presentation of these
briefings will be specified in the delivery/task order or as mutually agreed to between the
industry partner and the COR. In addition, the industry partner shall provide a formal

- program review briefing on a quarterly basis.

4.4 Documentation

Tasks performed within the scope of this contract shall require contract deliverables. The
data required for each task will be specified in each delivery/task order and will reference
the contract data requirements number (DRN). "Soft Copy" format requirements will be
formalized in initial meeting with the host agency/department.

4.5 Contract Data Requirement
Contract Data Requirements will be used to satisfy the need for industry partmer
developed documentation. Specific delivery/task orders will reference these data

requirements as appropriate or identify additional data requirements as required in each
delivery/task order.

5.0  PERIOD OF PERFORMANCE

The period of performance shall be one calendar year from award with three yearly
options to renew.

6.0 GOVERNMENT FURNISHED INFORMATION, WORKSPACE, AND
EQUIPMENT
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6.1 Information

Government provided information and disposition instructions shall be specified in
individual delivery/task orders and/or DD 254. This information may take the form of
policies, standards, guidelines, technical data, specifications, and other applicable
documents. For access to classified and/or sensitive information and/or systems, the
industry partner will be required to comply with the appropriate DOI regulations.

6.2  Work Space

It is not anticipated that the Government will provide work space at government operated
facilities for the purpose of work performance.

6.3  Equipment '

It is not anticipated that the Government will provide equipment for the purpose of work
performed under this task order/delivery order.

7.0 SECURITY
71 Classified Storage

Tt is not anticipated that the industry partner will need to store classified information
offsite for the purpose of work performance.

7.2 Sensitive Information Access (Personnel Security), Handling, and Disposition
" 7.2.1 Sensitive Information Access (Personnel Security)

DOI security policies require that personnel having access to sensitive security
information have at minimum a Limited Background Investigation (LBI).

7.2.2 Sensitive Information Handling and Disposition

Sensitive-But-Unclassified (SBU) information, data, and/or equipment will only be
disclosed to authorized personnel with a need-to-know as described in the delivery/task
order and/or DD Form 254. The holder shall ensure that the appropriate personnel,
administrative, technical, and physical safeguards are established to ensure the security
and confidentiality of this information, data, and/or equipment is properly protected.
‘When no longer required, this information, data, and/or equipment will be returned to
Government control; destroyed; or held until other wise directed. Items retumed to the
Government shall be hand carried or mailed to GSA or address prescribed in the delivery
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order and/or DD Form 254. Destruction of items shall be accomplished by tearing into |
small parts; burning; shredding or any other method that precludes the reconstruction of

" the material. :

80 OTHER SPECIAL REQUIREMENTS
8.1 Protection of property and mavterials‘

The industry partner shall be responsible for properly protecting all information used,
gathered, or developed as a result of work under Delivery/Task Orders, and/or DD Form
254 of the contract. Beyond protecting CLASSIFIED information, the industry partner
shall also protect all UNCLASSIFIED government data, equipment, etc by treating the

" information as sensitive.

9.0 TRAVEL

" The industry partner shall perform travel as required in the performance of the contract as
stated in individual delivery/task orders. Travel shall consist of CONUS/QCONUS travel
in support, of the contract requirements identified in individual Delivery/Task Orders.
Travel requircments will be coordinated with the Task Manager and approved by the
. Contracting Officer's Representative (COR). Travel requirements will be reporfed to the
COR on a weekly basis for approval. Travel or anticipated travel to OCONUS areas will
be coordinated with the GSA/FTS/OIS Security management Staff at the carliest possible
date. :
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N

L Summary

The Department of the Interior Information Technology Security Plan (ITSP)
provides the basis for an agency-wide response to mesting the statutory and
practical requirements that accompany the use of IT processing, storage, and
transmission capabilities. The ITSP prescribes the minimum standards for IT
security programs for all Bureaus, Services, and Offices. It is important to.note
that the ITSP does not fundamentally levy new requiremerits. The standards
prescribed in the ITSP are taken from existing public laws, federal regulations,
- and executive branch directions.

The core of the {TSP is comprised of 8 principles and 19 practices. The 8
principles and 14 of the practices are taken directly from the National Institute for
Standards and Technology (NIST) document, Generally Accepted Principles and
Practices for Securing Information Technology Systems (NIST SP 800-14). ‘
NIST.SP 800-14 was developed at the direction of the Department of
Commerce, as required by the Computer Security Act of 1987. NIST SP 800-14
provides the foundation for meeting the minimum requirements for the protection
of Federal IT systems and hosted data. The 5 additional practices have been
added by the Department IT Security Manager based on agency-wide
discussions. :

The IT security risks of not meeting these requirements include systems and
information stores that are readily subjected to unauthorized disciosure, non-
approved modification, and lost availability. Resultant losses to the Department
include a continuation of those risks already realized including resources
consumed by court litigation, losses from financial fraud, loss of financial audit
credibility, expenses for recovering from system compromises, unavailable IT
services, and public embarrassment. Further, given the strong message on IT
security recently communicated by OMB, the Department risks iosing funding for
continuing and new IT expenditures. Expressed by OMB to the heads of all
federal agencies, starting with the FY 2002 budget cycle IT budget requests will
be scrutinized in light of an agency’s demonstrated attention to IT security. itis
important o note that this is not a new requirement, rather an old requirement
that OMB intends to ensure compliance with.

Included in this document are brief statements on philosophy, methodology,
scope, applicability, authoritiés, responsibilities, priorities, principles, practices,
implementation, and short-term goals. Phifosophy is given to provide a broad
view of the Department IT Security core values and vision. Methodology, scope,
applicability, authorities, and responsibilities are self-explanatory. Priorities

. discuss the order of precedence for implementation Principles and practices are
derived from published national guidance and experience in computer security,
Policy development and direction are discussed in general, as well as
implementation guides. Finally, short-term goals are discussed. -

The Department of the Interior's information Technology Security Plan {(ITSP)
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1. Philosophy

The Department IT Security Manager adopts the following core values.and vision
on IT security.

Core Values

1. As keepers of the public trust we are bound to ensure that Department IT
security is performed in a manner that meets the requirements of all applicable
laws, standards, and directives.

2. AIIvgovernment automated information systems possesses some level of
sensitivity regarding confidentiality, integrity, and availability and must therefore
be afforded adequate levels of security.

3. The Department has a direct responsibility to ensure that adequate
safeguards are made available to users of IT systems.

4. The Department has a direct responsibility to ensure that all levels in the
organization fully understand the use and limitations of safeguards made
available on IT systems.

5. While an aspect of IT security may be difficult to implement, it does not
lessen its need to be done.

Vision

We will continually face a situation where the adoption of new technologies will
challenge our abilities to implement them securely. A major factor is the need for
adequate resources. IT security will continually compete with the numerous
demands placed on this organization. The organization must understand that
adequate IT security is a mandatory requirement, not an option. - Further, not
fully understood by most IT users is that IT security is an enabler to accomplish
business. Making sure that these facts become common knowledge is a major
imperative.

A key goal of the IT security program is to provide dynamic, relevant education
and awareness. The education and awareness must be targeted to meet the
needs of several groups of people. General system users must understand that
computer security is important to ensuring that systems and data are adequately
protected. System administrators require training in the technical specifics of
what needs to be done on the various systems that they are charged with
administering. IT Security managers require training in the complex tasks
required to properly perform security functions. Members of management need
an understanding of the mandatory requirements for asset protection and the

The Department of the Interior’s Information Technology Security Plan (ITSP)
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resources needed to meet those requirements. _

The effectiveness of the IT security program will also depend greatly on how well
we collaborate and share information. Particularly important is to establish the
capability o collect, store, and disseminate knowledge of common interest.

, The following gives some of the strategic goals and directions that the
Department IT Security Manager sees for the Interior and its Bureaus:

— IT security efforts must have adequate resources to meet statutory
requirements for the protection of IT systems and hosted data.

- IT security must be understood at all levels of the Department as important to
attaining mission goals. ’ . :

- IT security requires personnel adequately trained to perform complex
computer security functions for a variety of technologies and operational
environments.

—IT security requires collaboration and knowledge sharing by security
managers and system administrators on threats, vulnerabilities, and
countermeasures.

1. Methodoliogy

The ITSP will be developed as a joint effort between all of the Department’s
bureaus. The general approach to this development is that a draft ITSP-will be
distributed for preliminary review to the IT Security Managers (ITSM) with
information copies to Deputy ClOs. The Department IT Security Manager
(DITSM) will schedule a teleconference whereby the draft iITSP can be
discussed between the ITSMs and other representatives. The DITSM will be
seeking concurrence from the ITSMs that the IT security practices outlined in the
draft ITSP will meet the security needs of their bureaus.

The ITSWG should be prepared to discuss which practices can best be

implemented and managed as “Bureau-centric’, and those that are more

appropriate as “Department-centric”.  The ITSWG should also be prepared to
- discuss the prioritization for implementation of the practices.

Specific implementaﬁon strategies and procedures will be determined by the
ITSWG.

The Department of the Interior’s Information Technology Security Plan (ITSP)
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IV. Scope

The TSP covers the following levels of systems and applications:

- Those automated information systems and applications designated as
‘National Security Critical as identified in the Department’s Critical Infrastructure
Protection Plan.

- Those automated information systems and applications designated as Mission
Critical Systems (MCS) or Mission Essential Facilities (MEF) in the Department’s
Y2K reporting document.

-- Automated information systems and applications as determined by the
Department requiring protection from unauthorized disclosure of sensitive
information, unauthorized modification of data, and/or loss of avaiiability. These
systems and applications will be referred to as “Sensitive”.

V.  Applicability

The ITSP is applicable to ali Department of the Interior automated information
processing, storage, and transmission capabilities. This applicability extends to
capabilities not owned and/or operated by the Department, but for which the
Department has an interest by the system being of a level covered under the
scope of the ITSP. Applicability to other agencies using Department capabilities
will be determined based on a Department determination of the level of risk to
the Department, its users, and connected systems.

VL. Authorities

The Department’s must satisfy at a minimum requirements put forth in these
Public Laws, Federal Standards, and Executive Branch Directions:

Computer Security Act of 1987

OMB Circular A-130

OMB Circular A-130 Appendix IIf
Presidential Decision Directive 63
Presidential Decision Directive 67
President’s Memo to Heads of Agencies
OMB Memorandum From Director Lew to Head’s of Agencies Feb 28, 2000
Financial Manager’s Integrity Act
Privacy Act

Trade Secrets Act

NIST SP 800-14

The Department of the Interior’s Information Technology Security Plan (ITSP)
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Vil.  Responsibilities

Reference: Department of Interior Manual 375 Chapter 19 Information
Technology Security

VIil. Priorities

The order of priority for full implementation of ITSP practices is National Critical
Systems (NCS), Mission Critical Systems & Mission Essential Facilities
(MCS/MEF), and Sensitive Systems. Having said this, the practices that the
Department must implement are applicable to all levels of systems. The primary
difference will be in the rigor and intensity with which the practices are applied.

In other words, implementation of ITSP practices for MCS/MEF and Sensitive
systems will not be put on hold pending full implementation for NCS systems.

IX. Principles

The Department's [T Security Plan (ITSP) wﬂl adhere to these Generally
Accepted Principles for Securing Information Technology Systems taken directly
from NIST SP 800-14.

1. Computer security supports the mission of the organization

2. Computer security is an integral element of sound management

3. Computer security should be cost-effective

4. System owners have security responsibilities outside their own organizations
5. Computer security responsibilities and accountability should be made explicit
6. Computer security requires a comprehensive and integrated approach

7. Computer security should be periodically reassessed

8. Computer security is constrained by societal factors

The Department of the Interior’s Information Technology Security Plan (ITSP)
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X. Practices N

The Department's IT Security Plan will incorporate (at least) 19 Generally
Accepted Practices for Security Information Technology System. Practices 1 —
14 are taken directly from NIST SP 800-14. Practices 15— 19 are included
based on requirements determined by the Department IT Security Manager. ’

"1. Policy

IT security policies in many ways form the basis for risk management strategy.
Policies provide the statement from management that the Department can
operate at a determined level of risk, provided that specific policies are followed.
Policies will reflect different perspectives including Department-wide, Issue-
specific, and System-specific. (800-14 3.1)

2. Program Management

Effective IT security program management will make use of central management
through headquarters activities working closely with bureau and system-level
activities. (800-14 3.2)

3. Risk Management

Risk management is the process of assessing risk, taking steps to reduce risk to
an acceptable level and maintaining that level of risk. (800-14 3.3)

4. Lifecycle Planning

Security, like other aspects of an IT system, is best managed if planned
throughout the IT system life cycle. OMB guidance of February 28, 2000 makes
it explicit that security must be a part of IT lifecycle planning (800-14 3.4)

5. Personnel and User Issues

Many important issues in computer security involve users, designers,
implementers, and managers. A broad range of security issues relate to how
these individuals interact with computer and the access and authorities they
need to do their job. The Department has established procedures for grading
positions for sensitivity and has in place the mechanisms for suitability
assessments. Proper implementation of user administration are also important.
(800-14 3.5) :

The Department of the Interior’s Information Technology Security Plan (ITSP)
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6. Preparing for Contingencies and Disasters .

Contingency planning directly supports an organization’s goal of continued

operations. This practice does not propose to supplant the Office of Managing

Risks and Public Safety (MRPS) exténsive work on issues dealing with ’

Continuity of Operations (COO0) and Continuity of Government (COG). This

-practice will borrow greatly from MRPS’ work, and add to it practical aspects of
all level of disaster prevention and recovery. (800-14 3.6)

7. Cornpuler Security Incident Handling

A computer security incident can resuit from a computer virus, other malicious
code, or a system intruder, either inside or outside. The Department currently
handles incidents in a semi-ad hoc manner. We have made arrangements with
FEDCIRC, but currently lack the capabilities to respond in a complete and
consistent manner toincidents. (800-14 3.7}

8. Computer Security Awareness and Training

As previously expressed, a major part of the Department’s IT security program
will be devoted to education and awareness. {800-14 3.8)

9. Security Considerations in Computer Support and Operations

Computer support and operations refers to systems administration and tasks
external to the system that support its operations. Failure to consider security as
part of the support and operations of IT systems is, for many organizations, a
significant weakness. (800-14 3.9)

10. Physical Environmental Security

Physical and environmental security controls are implemented fo protect the
facility housing system resources, the system resources themselves, and the
facilities used to support their operation. (800-14 3.10)

1. . Identification and Authentication

identification and Authentscatxon is a critical bwidmg block of computer security
since it is the basis for most types of access control and for establishing user

accountability. Identification and Authentication is a technical measure that
prevents unauthorized people or processes from entering an IT system. The

The Department of the Interior’s Information Technology Security Plan (ITSP)
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Department makes use primarily of static passwords. (800-14 3.11)

12. Logical Access Control

Access is the ability to do something with a computer resource (e.g., use,
change, or view). Logical access controls are system-based means by which the
ability is explicitly enabled or restricted in some way. (800-14 3.12)

13. Audit Trails

Audit trails maintain a record of system activity by system or applications
processed and by user activity. In conjunction with appropriate tools and
procedures, audit trails can provide a means to help accomplish several security-
related objectives, including individual accountability, reconstruction of events,
intrusion detection, and problem identification. (800-14 3.13)

14. Cryptography

Cryptography provides an important tool for protecting information and is used in
many aspects of computer security. Cryptography is traditionally associated with
keeping data secret. However, modern cryptography can be used to provide
many security services, such as electronic signatures and ensuring that data has
not been modified. To enjoy the benefits of cryptography requires a
programmatic approach to how it is applied. This includes such things as
implementation standards, hardware vs. software, key management, and
cryptographic module selection. (800-14 3.14)

15. Certtification and Accreditation

IT security certification is a formal evaluation of how well a major application or
general support system meets stated security requirements. Accreditation is the
formal approval by a designated official that the major application or general
support system can be placed into or remain in operation.

16. Intrusion Detection and Monitoring

Intrusion detection and monitoring (IDS) has traditionally been considered part of
system audit capabilities, but has developed itself as a distinct practice in IT
security. The Department makes extensive use of the Internet and Internet-style
technology. The Department has been the victim of various internal and external
based attacks. Currently, our IDS response is incomplete and inconsistent.

The Department of the Interior’s Information Technology Security Plan (ITSP)
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17. Patch Management

Commonly known operating system and application vuinerabilities have
frequently enabled intruders to compromise Department systems. These
operating systems and applications generally enjoy wide use throughout the
Department. The Department appears to focus primarily on fixing the victim
system, but has no formal procedure for making the exploit and countermeasure
known to other vulnerable system owners.

18. Periodic Assessments and Evaluations

Period assessments and evaluations of systems are part of an overall risk
management strategy. Assessments and evaluations need to be performed to
determine if a major application or general support system is still operating within
an acceptable level of risk.

19. Malicious Code Detection, Prevention, and Eradication

Also referred to as viruses, Trojans, macro-viruses, worms, mail bombs, etc.
malicious code incidents have become almost daily occurrences. Highly
connected organizations like the Department that make extensive use of popular
operating systems and applications vulnerable to malicious code incidents. The
effects of malicious code incidents can be severe and costly to completely
contain. Further, system and applications used by the Department mean that a
virus incident can quickly spread. The Department’'s current approach to
malicious code management is generally not complete nor comprehensive.

Xl. Policies

Existing policies require updating, and new policies need to be developed to
address changes in approach brought on by the ITSP. Itis anticipated that
policy development projects will often occur as parallel efforts. Critical to
success is close collaboration and information sharing by all members of the
development teams.

The Department of the Interior’s Information Technology Security Plan (ITSP)
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XIl. Implementation Guides

Pollicies generally provide a broad view of what needs to be done. To actually
do often requires implementation guides, sometimes also referred to as
handbooks. A very simple example: We write a policy that states that desktop
operating systems will be configured to prevent general system users from
accessing local administrator functions. For the security and system
administrator, the question is how exactly is this accomplished for desktop
Windows NT/2000 or UNIX systems. This implementation guide would provide
the specific instructions for what the configuration needs to be and how to do it.
While there will be several implementation guides, the Department can benefit
from an economy of scale because of our common use of systems.

XHl. Short-Term Goals

The Department IT Security Manager places a priority on attaining the following
goals in 2000:

1. Finalize the IT Security Plan Framework and obtain concurrence from DOI
bureaus.

2. Based on input from DOl bureaus, select at least three generally accepted
practices for fast track development. ’

3. Work with DOI bureaus to develop FY 2002 budget submissions for all
aspects of IT security program development.

The Department of the Interior’s Information Technology Security Plan (ITSP)
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Mr. HORN. Our next presentation is from Edward Hugler, the
Deputy Assistant Secretary for Administration and Management,
Department of Labor.

STATEMENT OF EDWARD HUGLER, DEPUTY ASSISTANT SEC-
RETARY FOR ADMINISTRATION AND MANAGEMENT, DE-
PARTMENT OF LABOR

Mr. HUGLER. Thank you, Mr. Chairman and Ranking Member
Turner. I will be brief, as you requested.

We share your view that computer security is a high priority, a
priority that the Department of Labor takes very seriously at the
highest levels. Quite frankly, I am disappointed at the grade we re-
ceived today, and in some small measure dismayed by it.

Following a successful transition or the century date change, we
have directed significant attention to enhancing our security pro-
gram and strengthening our security perimeter to defend against
its attack. While this surely is an ongoing and very complex task,
I am pleased to report that we have made solid progress to date
and are continuing to improve our ability to defend against cyber
attacks.

As we began the fiscal year, we had a number of security-related
issues identified by our Office of the Inspector General in their
audit of our financial statement. The issues encompassed work to
done in six areas of Department-wide security program planning
and management structure. The good news is, because computer
security is a high priority, we had already identified areas that
needed attention and had plans under way for corrective action.
This proactive posture was acknowledged by the OIG in their audit
findings.

At this stage we have resolved all of the audit report issues at
the departmental level and are working toward closing out the re-
maining issues with specific agency systems.

In addition to dealing with immediate day-to-day issues, such as
continued attempts to gain unauthorized access to our systems and
responding to malicious codes such as the I Love You virus, we
have invested substantial effort in planning ahead. Led by the De-
partment’s Chief Information Officer, our strategy in this undertak-
ing has been twofold: First, align our information technology in-
vestments with legislative mandates and other direction; and sec-
ond, bring a departmental focus to our information technology in-
vestments where a unified approach and economies of scale are ad-
vantageous.

Information technology approaches that are common across the
Department, such as the implementation of a common architecture
and needed improvements in the infrastructure, lend themselves to
a common cross-cutting strategy. The use of a common strategy
then enables us to effectively leverage the use of individuals’ exper-
tise and other scarce resources for the good of all at the Depart-
ment of Labor.

Utilizing this approach for fiscal year 2001, the Department iden-
tified three cross-cutting areas for investment, one of which is com-
puter security. The computer security cross-cut represents approxi-
mately 18 percent of the Department’s information technology
cross-cutting investment portfolio for fiscal year 2001. It includes
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plans to ensure that the information security policies, procedures
and practices of the Department are adequate, as well as reflect
the first step toward implementing a multiyear plan for protecting
our critical infrastructure. Notably this will be a separate budget
activity, and the funds will be administered by the Department’s
Chief Information Officer to ensure an organized, disciplined ap-
proach to implementing a stronger security program.

Mr. Chairman, our plans for next year should not, however, over-
shadow what we’ve accomplished this year, 2000. I would like to
sfgbmit a brief highlight of those accomplishments for the record,
if I may.

Mr. HORN. Without objection, it will be in the record at this
point.

Mr. HUGLER. Thank you, Mr. Chairman.

Mr. Chairman, we concur with the need to assess the overall
state of the Federal Government’s computer security environment,
and we welcome the opportunity to work with you and the sub-
committee to devise an instrument that will provide the flexibility
necessary to accurately assess agencies’ progress. We also recognize
that work remains to be done at the Department of Labor to fur-
ther improve our computer security.

I share with you your confidence that we will come through as
we did with the year 2000 challenge. I am confident as well that
we have sound plans for making these improvements and the skill
on hand to do so. However, the key to our success, as has been
mentioned by other witnesses at the table this morning, will be
making the necessary funding available.

Thank you, Mr. Chairman. I appreciate the opportunity to be
here, and I will be happy to take your questions.

Mr. HOrN. Well, thank you very much.

[The prepared statement of Mr. Hugler follows:]
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Good morning Mr. Chairman, Ranking Member and Members of the Subcommittee. T am
pleased to appear before you to discuss computer security at the Department of Labor. We share
your view that computer security is a high priority ~ a priority that the Department of Labor takes
very seriously at the highest levels.

Following a successful transition with the Century date change, we have directed significant
attention to enhancing our security program, and strengthening our security perimeter. While
this is surely an ongoing and complex task, I am pleased to report that we have made solid
progress to date, and are continuing to improve our ability to defend against cyber attacks.

The Department of Labor is also on track to meet its responsibilities under Presidential Decision
Directive 63 (PDD-63) which directed development of a National Plan for Information Systems
Protection. PDI-63 established milestones for Federal agencies that are broken down into
Phases, with each Phase having its own discrete set of deadlines. The Department of Labor
follaws the “Phase IT"” requirements and mitestones. While the Department has not been
identified as a lead agency for an mfrastructure sector, we take our responsibility for protecting
our critical infrasttueture seriously. We are pleased to report that the Department has met the
PDD-63 deadlines stipulated in the National Plan for Information Systems Protection for Phase I
agencies. Nevertheless, we recognize that significant work remains to achieve the overall
FY2003 PDD-63 goal.

At the begimning of the fiscal year, the Office of the Inspector General (OIG) identified a number
of computer security related issues in the financial statement audit findings. The issues
encompassed work to be done in six areas of Department-wide secarity program planning and
management structure. These six areas include establishing a security program planning and
management structure; access controls; application sofiware development and change controls;
system software poleies and procedures; segregation of duties; and service contimiity through
documented and tested contingency plans. The good news is - because computer security already
was and continues to be a high priority - we had already identified arcas that needed attention and
had plans underway for corrective action. This proactive posture was also acknowledged by the
OIG who cited the following in their audit findings:

“The Office of the Chief Information Officer (OCIO) has developed a draft Computer
Security Handbook which is in the approval process. This handbook addresses all of the
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above-mentioned [six] areas of concern.”

At this stage, we have resolved all of the Department-wide audit report issues and are near to
closing out the remaining issues with specific agency programs.

In addition to dealing with immediate day-to-day operational issues, such as continued attempts
to gain unauthonized access to our systems, and responding to malicious code, such as the “T
Love You” virus, we have invested substantial effort in planning ahead. Led by the
Department’s Chief Information Officer, our strategy in this undertaking is two-fold: First, align
our information technology investments with legislative mandates and other direction, including
OMB, NIST and GAO guidance. And, sccond, bring a Departinental focus to our information
technology investments where a unified approach and economics of scale are advantageous.
Information technology approaches that are common across DOL agencies, such as the
implementation of & common architecture and needed improvements in the infrastructure, lend
themselves to be addressed using a common, cross-cutting strategy. Use of a conmman strategy
enables us to effectively leverage the use of individuals® expertise and other scarce resources for
the good of all.

Utilizing this approach, during the FY2001 budget formulation process the Department identified
three “crosscutting” areas for investment, one of which is computer security. The computer
security cross-cut represents approximately 18% of the Department’s cross-cutting budget for
Information Technology for FY2001 - and includes plans to ensure that the information security
policies, procedures and practices of the Department are adequate, as well as reflect the first step
toward implementing a multi-year plan for protecting our critical infrastructure. These funds will
be administered by the Department’s Chief Information Officer to ensure an organized and
disciphned approach to implementing a stronger security prograni.

Mr. Chajrman, the Department recently completed a self-assessment of its security posture using
the Computer Security Questionnaire from your Subcommittee. The Department was able to
answer 18 out of 29 questions affirmatively. We did have difficulties answering the remaining
11 questions with an unqualified “Yes” due to the fact that these questions could have multiple
answers depending on which system was being reviewed and where that system resides within
the life-cycle. For example, one questions asks “Have all significant threats to the physical well-
being of sensitive and critical resources been identified and related risks determined?” The
Department has underiaken extensive preparations to ward off known threats to ensure critical
systems continue to operate without major interruptions, However, we cannot in good faith state
that “Yes”, all significant threats have been identified given the dynamic environment we face as
those who threaten us become more inmovative by the hour.

Mr. Chairman, we concur with the need to assess the overall staie of the Federal government’s
computer security environment and welcome the opportunity to work with the Subcommittes to
refine the Questionnaire and devisc an self-assessment instrument that will provide the flexibility
necessary to assess agencies’ progress.

We also recognize that work remains to be done to further improve our computer security at the
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Departraent of Labor. Iam confident, however, that we have a sound plan for making those

improvetnents, and the skill to de so. Key to our success will be making the necessary funding
available to fully fund our FY2001 budget request.

Thanok you for this opportunity to provide an opening statement, and I am available for any
questions yon may have.
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Mr. HORN. And our next presenter is Ira L. Hobbs, the Deputy

Chief Information Officer for the Department of Agriculture.
Mr. Hobbs.

STATEMENT OF IRA L. HOBBS, DEPUTY CHIEF INFORMATION
OFFICER, DEPARTMENT OF AGRICULTURE

Mr. HoBBs. Thank you, Mr. Chairman. Good morning, Mr.
Chairman and Ranking Member Turner.

I am pleased to appear before the committee this morning to up-
date you on the status of the computer security program of the U.S.
Department of Agriculture. With your permission, I will make a
few grief comments and submit my written testimony for the
record.

USDA’s programs touch the lives of every American every day.
We manage a diverse portfolio of over 200 Federal programs
throughout the Nation and the world at a cost of about $60 billion
annually.

The information we manage, which includes Federal payroll
data, market-sensitive data, geographical data, information on food
stamps and food safety, proprletary research data, is among
USDA’s greatest assets.

The Department is committed to protecting its information assets
as well as the privacy of its customers and its employees. Audit re-
ports conducted by both USDA’s own Office of the Inspector Gen-
eral and the General Accounting Office have identified significant
weaknesses in our overall computer security program, which we
are working hard to correct. As an example, the Department is ac-
quiring and installing necessary equipment to upgrade security at
our highest priority Internet access points, and we are strengthen-
ing our intrusion detection capabilities. We are working diligently
to correct all of the deficiencies that have been identified by the re-
ports and hope to be able give you a much more expanded impact
in terms of the changes that we have made.

Reports such as those cited above, as well as internal security re-
views mandated by the Secretary of Agriculture in July 1999, made
it clear that the Department requires an overall coordinated and
corporate approach to cybersecurity if it is to succeed.

The USDA agencies include some security funding in their re-
spective budgets. Departmental funding is critical to ensuring the
creation of a standard security infrastructure, and departmental
leadership is required to ensure that we have a comprehensive set
of policies and guidelines.

The Secretary’s security review also resulted in a multiyear ac-
tion plan to strengthen USDA’s information security, which ad-
dresses program organization, staffing needs, policy and program
operations, and security and telecommunications technical infra-
structure. When fully enacted our plan will align USDA security
practices with those of leading organizations.

Our recent focus primarily has been upon building upon the com-
petency and skill of our security staff. We are extremely fortunate
working with the Secretary to establish the first Associate Chief In-
formation Officer for Cybersecurity at the Department of Agri-
culture and able to select a senior level executive, Mr. William
Hadesty, formerly with the Internal Revenue Service, as our first
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CIO for Cybersecurity. With the recent addition of Mr. Hadesty, we
have already started to implement the priority actions in our action
plan.

The Congress provided a $500,000 budget increase for the Office
of the Chief Information Officer for security in fiscal year 2000.
With these funds and existing resources, we are assembling a well-
qualified staff of security experts to lead the Department’s efforts.

Since joining with us in February 2000, the Associate CIO for
Cybersecurity has carefully analyzed and made adjustments to our
ongoing program. In addition, our most critical information re-
sources, including the National Information Technology Center in
Kansas City and the National Finance Center in New Orleans,
have been or are now undergoing critical review. We recognize,
though, that we still have a long way to go.

The Office of the Chief Information Officer’s fiscal year 2001
budget request included an increase in funding for cybersecurity of
approximately $6.5 million. If enacted as requested, our security
budget will provide the resources to complete the development of
a USDA risk management program, continue to expand our
cybersecurity office, increase our capacity to conduct onsite reviews,
and provide training and hands-on assistance to augment the skills
of our agency’s security staff. Additionally our project plans call for
a major effort in 2001 to further define requirements for a security
architecture and begin its redesign and implementation.

In fiscal year 2002, we will continue to develop and implement
our USDA-wide computer security program. The information sur-
vivability program and the sensitive systems certification program
Eve l}1)1;31n to establish will complete USDA’s computer security um-

rella.

Mr. Chairman, we believe that fulfillment of our cybersecurity
action plan will position the Department to comply with Federal
computer security guidelines and best management practices. The
reality is, though, that until our computer security program is fully
funded, we will remain much too vulnerable.

I appreciate the opportunity to speak to the committee. I look
forward to being able to answer any questions you may have.

Mr. HORN. Thank you very much, Mr. Hobbs.

[The prepared statement of Mr. Hobbs follows:]
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Statement by
Ira L. Hobbs
Deputy Chief Information Officer, USDA
Before Congressman Stephen Horn, Chairman
Subcommittee Government Management, Information, and Technology

September 11, 2000

Mr. Chairman, members of the Committee, | appreciate the opportunity to appear
before the Committee to update you on the Department of Agriculture’s (USDA)

computer security program.

USDA’s programs touch the lives of every American, every day. We manage a
diverse portfolio of over 200 Federal programs throughout the nation and the world, at a
cost of about $60 billion annually; with over 100,000 employees. The Department is
committed to maintaining the availability, integrity, and confidentiality of USDA
information technology systems and telecommunications resources that are vital in

delivering USDA’s programs.

The Security Problem

Both Federai and industry organizations are moving quickly toward an electronic,
Internet-based mode of doing business. Likewise, USDA is rapidly developing and
deploying Internet applications, based on requirements arising from legislative mandate,
customer expectations, and the promise of a more effective and economical way of

conducting business. At the same time, the Department's embrace of this new
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technology has also made USDA’s organizations and the information resources we

manage more vulnerable to unlawful and destructive penetration and disruptions.

USDA computer systems support billions of dollars in benefits. The vast amount
of USDA’s information, which encompasses Federal payroll data, market sensitive
(crops, farm, commodities, statistical) data, geographical data, information on food
stamps and food safety, and proprietary research data, is among USDA’s greatest
assets. Yet, threats to USDA’s information systems are too numerous to delineate,
ranging from outright transferring of funds and personal/customer/program information -

- to cyber-attacks that leave our information systems crippled or inoperable.

These attacks by hackers on USDA computer systems are occurring more
frequently and with increasing complexity every passing month. Furthermore, audit
reports conducted by both USDA’s Office of Inspector General and the General
Accounting Office have identified significant weaknesses in our overall computer
security program. Specific vulnerabilities and corrective measures cited in these

reviews inciude the following:

« The Department needs to materially strengthen control mechanisms to ensure

encryption of sensitive and Privacy Act data transmitted over the Internet.
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« Major weaknesses have been identified in security at some individual agency sites,
attributed to the need for a more structured and integrated computer security

program.

« The Department lacks an effective corporate telecommunications network

management and monitoring system.

« Several major Internet access nodes for USDA currently have not installed sufficlent
firewalls and intrusion detection hardware and software. (The Department is
acquiring and installing the necessary equipment to upgrade the highest priority
nodes and is strengthening its intrusion detection capabilities. In the last quarter
alone, we have repelled some 250 attacks by hackers on our information security

systems).

The Secretary's Mandate

Reports such as those referenced above, as well as his own concern for
computer security, led Secretary Glickman to require an internal review of USDA’s
information security management program, which was conducted during the month of
July, 1999, Through this process and other internal assessments, it became apparent
that although USDA agencies include some security funding in their respective budgets,
the Department requires an overall coordinated and corporate approach to cyber-
security if it is to succeed. Departmental funding is critical to ensuring the creation of a

standard security infrastructure, and a comprehensive set of policies and guidines. The
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Secretary’s security review also resulted in a strategy that identified both immediate and
longer range actions necessary to substantively improve the Department’s cyber-
security program and bring it into alignment with the best practices of leading
organizations. Our multi-year “Action Plan to Strengthen USDA Information Security”

provides a comprehensive approach for building a sound cyber-security program.

The plan addresses program organization, staffing needs, policy and program
operations, and security and telecommunications technical infrastructure. Fulfillment of
our Cyber-Security Action Plan will position USDA to meet its mandated and internal
computer security obligations and, at the same time, address broader information
resource management requirements, including the customer and legislative demands of

E-government.

Actions to Date

With the recent addition of an Associate CIO for Cyber-Security, we have already
started to implement the priority items in our action plan. The Congress provided a
$500,000 budget increase for the Office of the Chief Information Officer (OCIO) for
security in fiscal year 2000. With these funds, and existing resources, we have begun
assembling a well-qualified staff of cyber- security experts to provide leadership in this
critical area. The Associate CIO for Cyber-Security has over 20 years of experience in
the computer security field. Since joining the Department in February, he has carefuily
analyzed and made adjustments to the Department's existing security program. In
addition, some of the Department’s most critical information resources have been or are

4
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now undergoing critical review. These include our two major data centers, (1) the
National Information Technology Center in Kansas City and (2) the National Finance
Center in New Orleans; the Foundation Financial Information System, which is designed
to vastly improve USDA’s financial management capabiiities; and USDA’s Service
Center initiative — the major information technology modernization initiative designed to
provide our county-based agencies the technology they need to operate effectively in
the 21% century. Security vulnerabilities are aggressively being identified and

addressed for these and other mission-critical information systems.

A Look Ahead

The Office of the Chief Information Officer's (OCIO) fiscal year 2001 budget
request inciudes an increase in funding for cyber-security of approximately $6.5 million.
In FY 2001, our security budget, if enacted as requested, will provide the resources to
complete the development of a USDA risk management program, the cornerstone of
" any effective cyber -security program. The Department will expand its Cyber-Security
Office and continue to bring to USDA the requisite skills and expertise necessary to
implement an effective security program. Our plans include Cyber-Security Program
staff members conducting numerous on-site reviews to both identify security
weaknesses and to provide training and hands-on assistance to augment the skills of
our agency security staffs. Additionally, our project plan calls for a major effortin FY
2001 to further define requirements for a security architecture and begin its re-design

and implementation.
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In FY2002, we propose fo continue developing and implementing our USDA-wide
computer security program to protect the Depariment’s invaluable information assels
while maintaining the privacy of our customers and our employees. The Information
Survivabiiity Program and the Sensitive Systems Certification Program we plan to
establish will complete USDA's computer security umbrella. These programs will both
protect the Department’s critical infrastructure and position our agencies to better serve

their customers by taking advantage of new advances in technology.

Based on best practices of leading organizations and guidance from Federal
oversight agencies, the USDA Cyber-Security Program will build on the previous year's
work in the areas of risk management and security architecture development. We will
focus on strengthening internal oversight as well as providing agencies additional
hands-on problem solving. In addition, because cyber-security is an ever-widening
challenge, new aspecis of the program will be initiated to address the complete range of
" computer security disciplines that are necessary for sound computer system

management.

Conclusion

Mr. Chairman and members of the Committee, USDA is committed to
strengthening its computer security program. We believe that fulfillment of our cyber-
security action plan will position the Department to comply with Federal computer
seourity guidelines and best management practices and will ensure the safety and

availability of USDA’s invaluable information assets. Because resources are limited, we
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are required to address the plan according to an established priority that aligns with our
budget expectations. This means that unless and until our computer security program
is fully operational, we remain much too vulnerable. And, although we have begun to
improve our computer security program, and have been able thus far to repel efforts at
intrusion without major damage, we must act quickly to strengthen our corporate and
agency level approach to security. The rapid change in technology will require us to
maintain a strong, effective, and ongoing computer security program. We welcome this
committee’s help in this regard. Thank you very much, and | will be pleased to address

any questions you may have.
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Mr. HORN. Our next presenter is Mark A. Tanner, Information
Resources Manager, Federal Bureau of Investigation, Department
of Justice.

Mr. Tanner.

STATEMENT OF MARK A. TANNER, INFORMATION RESOURCES
MANAGER, FEDERAL BUREAU OF INVESTIGATION, DEPART-
MENT OF JUSTICE

Mr. TANNER. Good morning, Mr. Chairman, Mr. Turner and
other members of the audience. I thank you for inviting us here to
discuss computer security at the FBI. The FBI shares your convic-
tion that computer security is a vital concern. That concern is
manifested in a variety of levels: First, the concern within the FBI
as to how the FBI collects and handles sensitive personal informa-
tion; the concern as a member of the U.S. intelligence community
where there is a growing awareness and desire to achieve a collabo-
rative sharing of intelligence information while at the same time
securing highly sensitive and classified sources and techniques; the
concern as a member of the law enforcement community often
called upon to investigate, identify and apprehend those respon-
sible for hacking into government systems and critical infrastruc-
tures of this Nation; and the concern as a Federal law enforcement
agency called upon to investigate computer and computer-related
crimes as diverse as a pedophile seeking to prey on a youngster,
Internet fraud crimes which victimize all elements of our society,
including persons and businesses, and those who would seek to en-
rich themselves by manipulating stock prices.

The FBI’s internal computer policies and practices present a
somewhat unusual picture as far as Federal agencies are con-
cerned. The FBI is, as I have stated, an agency charged with inves-
tigating many computer-related crimes and it is charged with the
conduct of all counterintelligence activities in the United States.

In addition, the FBI operates several systems on which State and
local law enforcement agencies have come to rely as a necessity. As
such, the FBI must operate both classified and unclassified sys-
tems, and many of those unclassified systems have strong require-
ments for the protection of personal data about American citizens
as well as a need to maintain instant availability.

In addition, the nature of some of these, some of these systems
presents special requirements in that the data represents informa-
tion gathered through a variety of methods, each requiring its own
specialized method of handling and protecting the information.
These methods includes Federal grand jury subpoenas which are
subject to the requirements of rule 6(e) of the Federal Rules of
Criminal Procedure, material identified as Federal taxpayer infor-
mation, and thus, subject to specialized handling and disclosure re-
quirements, as well as other many other specialized requirements.
Of course, the specific requirements of classified information such
as that obtained as a result of title 50, the Foreign Intelligence
Surveillance Act, activities or by other intelligence community
agencies, which must be respected.

To accomplish these tasks, the FBI operates 35 general support
systems and 12 major applications; 24 of the 35 general support
systems are classified and 6 of the 12 major applications are classi-
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fied. In other words, the FBI operates 30 national security systems.
It should be noted that the vast majority of the FBI’s classified sys-
tems are currently internal systems and thus do not have external
connections to nonsecure or unclassified systems.

The FBI’s information systems security policy is codified in our
Manual of Investigative Operations, section 35. A copy of this pol-
icy has previously been provided to this subcommittee. The policy
is a compilation of requirements which are outlined in section 35—
11 of this policy. In general, let me state that because of the vari-
ety of types of systems used by the FBI, our practice, where prac-
tical, involves using a hierarchical approach to any requirement
from these sources based on the selective system’s criticality and
risks. This is to avoid any possible confusion as to whether or not
a system should follow this or that set of rules and regulations. To
choose any other course of action would be folly.

The FBI’s policy is coordinated with the Information Systems Se-
curity Unit which is a part of our National Security Division. The
security unit works closely with the Department of Justice entities
which oversee classified and unclassified computer systems. In ad-
dition, they maintain a good working relationship with the national
entities responsible for computer security policy, such as the
NSTISSC and NIST and the Security Policy Board to ensure that
the latest information is available.

There are many challenges which face the FBI in today’s comput-
erized world. One of the biggest challenges involves the rapidly
changing environment and the rapidly changing world in which we
all live. New technologies are moving into the marketplace at a fre-
netic pace; old technologies are undergoing metamorphosis. Each of
these new products presents particular problems and a careful and
thoughtful analysis to ensure that the FBI continues to maintain
a policy which recognizes the business needs of the computerized
world and still providing meaningful security practice.

The FBI is practicing risk management approach in its certifi-
cation and accreditation of all computer system security. As I pre-
viously noted, most systems are internal and not connected to non-
secure unclassified systems. This isolation provides some sense of
comfort in that these systems are not connected to the outside and
far less vulnerable to compromise and attack. In this manner, our
approach has been to identify both systems which pose the largest
risk in terms of their data and sensitivity of the data. These sys-
tems are approached before systems which play a lesser role in ei-
ther their data or sensitivity. The FBI is currently engaged in a se-
ries of activities which will hopefully lead to the speedy completion
of the certification and accreditations. Resources have been on loan
from the Department of Justice as well as other intelligence com-
munity under the ICAP program.

The FBI has undertaken a—an effort to make system owners
cognizant of system security requirements in their initial and life-
cycle development of plans for systems, in that way ensuring that
systems security is built into all systems and that the continuing
costs are specifically identified as a separate line in each proposal.

In conclusion, let me just reiterate that the FBI appreciates the
interest of this subcommittee, indeed the interests of all parts of
Congress in this area where we share your interests and concern.
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Our efforts will continue to ensure that all systems, including those
of the FBI, meet the expectations of the American public to appro-
priately protect that information which must be protected. The FBI
respects the trust placed in it by the American public and the Con-
gress and will do the utmost to maintain that trust.

Thank you.

[The prepared statement of Mr. Tanner follows:]
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STATEMENT OF MARK TANNER
INFORMATION RESOURCES MANAGER (IRM)
FEDERAL BUREAU OF INVESTIGATION
BEFORE THE COMMITTEE ON GOVERNMENTAL REFORM
SUBCOMMITTEE ON GOVERNMENT MANAGEMENT,
INFORMATION, AND TECHNOLOGY
U. S. HOUSE OF REPRESENTATIVES

September 11, 2000

Good morning, Mr. Chairman and Members of the Subcommittee. Thank you for
inviting me here to discuss the FBI's efforts in the area of computer security. The FBI shares
your conviction that computer security is of vital concern. That concern is manifested in a
variety of levels --- the concern within the FBI itself as to how the FBI collects and handles
sensitive and personal information; the concern as a member of the U S. intelligence community
where there is a growing awareness and desire to achieve a collaborative sharing of intelligence
information while at the same time securing highly sensitive and classified sources and
techniques; the concern as a member of the U. S. Government often called upon to investigate,
identify and apprehend those responsible for hacking into Government systems and the concern a
Federal law enforcement agency called upon to investigate computer and computer-related
crimes as diverse as a pedophile seeking to prey on a youngster, internet fraud crimes which
victimize all elements of our society including persons and businesses and those who would

seek to enrich themselves by illegally manipulating stock prices.
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The FBI's internal computer policies and practices present a somewhat unusual picture as
far as Federal agencies are concerned. The FBI is, as I have stated, agency charged with the
investigation of many computer-related crime and it is charged with the conduct of all
counterintelligence activities in the United States. In addition, the FBI operates several systems
on which local and state law enforcement agencies have come to rely as a necessity. As such, the
FBI must operate both classified and unclassified systems, and many of those unclassified
systems have strong requirements for the protection of personal data about American citizens as
well as a need to maintain instant availability. In addition, the nature of some of the unclassified
systems presents special requirements in that the data represents information gathered through a
variety of methods each requiring its own specialized method of handling and protecting the
information. These methods include the use of Federal Grand Jury subpoenas and are thus
subject to the requirements of Rule 6¢ of the Federal Rules of Criminal Procedure, matetial
identifiable as Federal Taxpayer information and thus subject to specialized handling and
_ disclosure requirements, as well as other specialized requirements. Of course the specific
requirements of classified information material obtained as a result of Title 50 (FISA) activities
or other intelligence community agencies must also be respected.

To accomplish these tasks, the FBI operates 35 general support systems and 12 major
applications. 24 of the 35 general support systems are classified. 6 of the 12 major applications
are classified. The FBI also operates 30 national security systems. It should be noted that the
vast majority of the FBI's computer systems are currently internal systems and thus do not have
external connections to non-secure/unclassified systems

The FBI's information systems security policy is codified in our Manual of Investigative

Operations, Part IT, Section 35. A copy of this policy has previously been made available to this
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subcommittee. The policy is a compilation of requirements from a number of sources which are
outlined in Section 35-11 of this policy. In general, let me state that because of the variety of
types of systems used by the FBI, our practice, where practical, involves using a hierarchical
approach to any requirement from these sources. This is to avoid any possible confusion about
whether or not a system should follow this or that set of rules and regulations. To choose any
other course of action would be folly.

The FBI's policy is coordinated by the Information Systems Security Unit (ISSU) which
is part of our National Security Division (NSD). ISSU works closely with both of the
Department of Justice entities which oversee the classified and unclassified computer systems.
In addition, ISSU maintains a good working relationship with national entities responsible for
computer security policy such as the NSTISSC and NIST and the Security Policy Board to
ensure that the latest information is available.

There are many challenges which face the FBI in today's computerized world. One of the
biggest challenges involves the rapidly changing environment and the rapidly changing world in
which we all live. New technologies are moving to the marketplace at a frenetic pace; old
technologies are undergoing metamorphosis. Each of these new products presents particular
problems and a careful and thoughtful analysis to ensure that the FBI continues to maintain a
policy which recognizes the business needs of the computerized world while still practicing
meaningful security practices.

The FBI is currently practicing a risk management approach in the certification and
accreditation of its computer systems. As I have previously stated, most FBI systems are internal
and not connected to non-secure/unclassified systems. This isolation permits some sense of

comfort in that systems not connected to the outside are far less vulnerable to compromise and
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attack. In this manner, our approach has been to identify those systems which pose the largest
risk in terms of their data and the sensitivity of that data. Those systems are approached before
systems which play a lesser role in either their data or their sensitivity. The FBI is currently
engaged in a series of activities which will hopefully lead to the speedy completion of
certification and accreditation activities of all systems. Resources have been loaned to the FBI
from the Department of Justice and additional assistance is being sought from the U. S.
intelligence community under their ICAP program.

Moreover, the ISSU has undertaken a series of steps to ensure that system owners and
developers assume some of the initial and continuing responsibilities for a system. ISSU has
developed and made available to all other FBI employees templates of system security plans and
examples of risk assessments so that the efforts of the other entities will be more productively
focused while at the same time lifting the operational and/or consulting efforts. In addition,
ISSU has undertaken to develop a robust computer security education program for all users of its

- systems.

Future direction of the FBI's information systems security program include a focusing of
the security requirements as an initial and life cycle requirement of all systems of the system
owners and developers By insuring that security is "built into" all systems and that the
continuing costs are identified as a separate line in proposals, the FBI will continue to meet the
expectations of the American public and this Congress as to computer security. As the FBI
increases its connections to external systems, additional demands will be placed on those
responsible for security. These responsibilities include such methodologies as network
operating/monitoring centers to include intrusion detection.

In conclusion, let me reiterate that the FBI appreciates the interest of this Subcommittee,
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indeed the interest of all parts of the Congress, in this area where we share your interests and
concerns. Our efforts will continue to work with you to ensure that all computer systems,
including those of the FBI, meet the expectations of the American public to appropriately protect
that information which must be protected, while at the same time sharing that information which
may be shared. The FBI respects the trust placed in it by the American public and this Congress
and will do its utmost to continue that trust.

Thank you.



201

Mr. HorN. Well, thank you Mr. Tanner. We appreciate very
much what the FBI has done in tracking down a lot of these hack-
ers, and some I believe are in Federal prison now. So we thank you
for that effort, and I think you were very on top of the situation
in the Philippines when that occurred.

Our last presenter before questions is Solveig Singleton, Director
of Information Studies for the CATO Institute. Am I correct to say
the CATO Institute would be called a libertarian-based institute?

Ms. SINGLETON. Yes.

Mr. HorN. OK. Ms. Singleton, it’s all yours for 5 minutes.

STATEMENT OF SOLVEIG SINGLETON, DIRECTOR OF
INFORMATION STUDIES FOR THE CATO INSTITUTE

Ms. SINGLETON. Thank you, Mr. Chairman. My testimony today
is going to offer examples of some of the types of data bases main-
tained by Federal agencies and offer a big-picture perspective on
the significance of any security problems within those data bases.

With the power to command, powers of arrest, police, courts and
armies, the government has powers that the private sector lacks.
You can hang up on an annoying telemarketer but it’s hard to hang
up on the IRS. Recognizing that in the Constitution we have the
fourth amendment which limits the means by which government
may collect information and we also had the idea originally of a
government of relatively limited powers, and inherently a govern-
ment of more limited power has less need for hundreds and hun-
dreds of data bases than a government of broader powers.

Now, for better or for worse, we have drifted away from this con-
cept of limited government, and there’s a natural consequence. The
amount of detailed information about private citizens in Federal
files has grown by leaps and bounds.

To underscore the importance of keeping this information secure,
I will offer an overview of the types of information that are held
by Federal agencies.

Essentially, Federal agencies collect an enormous array of infor-
mation. The Federal Government will inexorably record, obviously,
your name, your address, your income, but also your race, details
of how you spend your money, your employer, updated quarterly,
whether you've asked for information from government agencies,
student records, whether your banker thinks you've engaged in any
suspicious activities like making an unusually large withdrawal or
deposit, and finally, of course, a surprising number of agencies hold
different types of medical records and not simply Health and
Human Services.

I am going to run down some of the departments that we looked
at very quickly and offer a very small number of examples of the
type of information that they hold. Let me start with the Com-
merce Department.

One file maintained by this Department keeps individual and
household statistical surveys which include individual’s names,
age, birth date, place of birth, sex, race, home business phone and
address, family size and composition, patterns of product use, drug
sensitivity data, medical, dental, and physical history and other in-
formation as they consider necessary.
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The Department of Education has the national student loan data
system and, among other items, a registry of deaf-blind children
nationwide.

The Department of Energy maintains, among some very sensitive
counterintelligence data bases, records of human radiation experi-
ments.

The Federal Bureau of Investigation, obviously, is home to the
FBI central records system, alien address reports, witness security
files and information on debt collection and parole records.

The Department of Health and Human Services has massive
quantities of medical record information, filling hundreds of data
bases. Some of these data bases include the personal Medicaid data
system and the national claims history billing and collection mas-
ter records system.

Next comes the Department of Housing and Urban Development.
Now, this agency is perhaps best known among privacy advocates
over the last few years, urging that residents of Federal housing
agree to warrantless searches of their apartments in their lease
agreements. This agency holds data such as single family research
files, income certification evaluation data, and tenant eligibility
verification files.

The Department of Labor has a lot of data bases including a data
base with information on applicant race and national origin,
records from the workers’ compensation system and records from
the national longitudinal survey of youth, which is a longterm
study of certain individuals as they grew up over the past few dec-
ades.

Obviously the Social Security information collects information on
lifetime earnings, as well as information related to insurance and
health care and census data. What may be less well known is the
extent to which they share and match information with Health and
Human Services, the IRS, and other agencies. So, for example, one
data base at the Social Security Administration is—matches Inter-
nal Revenue Service and Social Security Administration data with
census survey data and records of Cuban and Indo-Chinese refu-
gees.

The Department of Treasury, last but not least, holds a financing
data base which contains millions of reports of banking activities
of privately named U.S. citizens. They have also got the national
data base of new hires, which holds records of the income and em-
ployment of every working American, updated quarterly.

Now, to sum up, I don’t want to suggest that all this data is part
of some kind of sinister plot and we should all go around wearing
tinfoil hats on our head, nor do I want to denigrate the well-inten-
tioned efforts that have been made to make many of these data
bases more secure, but what I would like to point out is that the
growth of these data bases makes security and the need for inter-
nal controls against unauthorized use by government employees a
systemic problem rather than an occasional problem, and it gen-
erally—the growth of these data bases threatens to shift the bal-
ance of power between individuals and the Federal Government. So
this really is a systemic issue and it will be become more and more
acute as we move away from a vision of limited government and
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want the government to be involved more and more in our day-to-
day lives.

Thank you.

[The prepared statement of Ms. Singleton follows:]
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Mr. Chairman, my name is Solveig Singleton and T am a lawyer and the
director of information studies at the Cato Institute. My testimony will provide
_ examples of some of the types of databases maintained by federal agencies, and
offers a constitutional perspective on the significance of the growth of such
databases.

» The constitutional vision of the founders of this country was one of limited
government--and limits on the power of government to collect information,
because government has many powers that the private sector lacks.

+ The amount of detailed information about private citizens in federal files has

grown by leaps and bounds in recent years (examples are supplied below).
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« Inadequate computer security arrangements at many government agencies could
result in the compromise of this data by persons with criminal intent or intent on

an abuse of power.

Information Collection in a Constitutional Government

With the power to command the armies, police, and courts, governments
have unique powers of investigation, arrest, and trial that the private sector lacks.
These unique powers make the possession of information by government alarming
in a way that uses of information in the private sector are not. Itis one thing if an
auto repair shop or your neighbor wants to know what kind of car you drive; it's
quite another to be asked by the police. And you can hang up on the most
annoying telemarketer--but one had better not hang up on the IRS.

This fundamental distinction between public and private information-
gathering is a part of this country's constitutional structure. The Fourth
Amendment explicitly limits the means by which the government can collect

information through searches and seizures.! But there is more to it than that. The

1The Fourth Amendment of the United States Constitution provides that:

The right of the people to be secure in their persons, houses, papers, and effects, against
unreasonable searches and seizures, shall not be violated, and no Warrants shall issue, but
upon probable cause, supported by Oath or Affirmation, and particularly describing the

2
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constitution was intended to create a government of limited powers. As James
Madison noted in the Federalist No. 45, "[T]he powers delegated by the proposed
Constitution to the federal government are few and defined."” The Constitution
enumerates those delegated powers in Article 1, section 8 of the Constitution. A
government of limited powers has little inherent need to collect information about
people.

As long has we have turned away from recognition of the fundamental need to
restrain government power across the board, we will continue to loose our privacy
to civil servants. Just in the past decade, massive government databases have grown
up. Beyond the census, social security, and the Bank Secrecy Act, there's a
National Directory of New Hires with everyone in it (child support), federal
mandates for drivers' licenses and birth certificates, pilot programs for
"employment eligibility confirmation" (immigration), the evolution of the social
security card into a de facto national identifier, a new employment database for the
Workforce Investment Act, a national medical database with unique health
identifiers, and the National Center for Education Statistics. On top of those new

databases have come new proposals for monitoring and tracing citizen's activities,

place to be searched, and the persons or things to be seized.

2 James Madison, The Federalist No. 45, in THE FEDERALIST PAPERS 292 (Clinton Rossiter



207

such as FIDNET. For now, the civil servants supervising these databases are well-
intentioned, for the most part--but few governments throughout the course of

human history have remained well-intentioned for long.

Government Information about Private Citizens, By Agency

Our research so far shows that federal agencies collect an enormous array of
data about private U.S. citizens, far beyond what most Americans are aware. The
federal government inexorably records your name, your race, your income and how
you spend your money, your employer (updated quarterly!), and your address,
whether you have ever asked for information from a government agency, your
student records, and whether your banker thinks that you have engaged in any
"suspicious" activity (like frequently making cash deposits or withdrawals), and
finally, of course, your medical records. Several agencies besides the IRS may
hold detailed financial information about individual accounts, and medical
information is held by a surprising array of agencies.

The databases below are by no means an exhaustive list of all the files held by
each agency; most agencies more databases than could be listed here, many of

which might hold information about private citizens. The following are selected by

ed., 1961).
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way of illustration.

Commerce Department. This department keeps Individual and Household

Statistical Surveys," which includes individual's name, age, birth date/place, sex,
race, home/business phone and address, family size and composition, patterns of
product use, drug sensitivity data, medical/dental/physical history, and "such other
information as is necessary." Other lists include those of "Minority-Owned
Business Survey Records,” "Individuals Identified in Export Transactions" and
records of "Users of Public Search Room of the Patent & Trademark Office.

Department of Justice. Databases held here include the Inmate Physical and

Mental Health Records System and other information relating to prisoners, as well
as an "Information File on Individuals and Commercial Entities Knows or
Suspected of Being Involved in Fraudulent Activities." They also hold

. Registration and Propaganda Files Under the Foreign Agents Act of 1938, and
track citizen's purchases under the DEA Essential Chemical Reporting System..
They also hold some medical records and are home to the "Automated Intelligence
Records System" known as Pathfinder.

Department of Education. The department of Education holds "National

Student Loan Data System," and among other items a "Registry of Deaf-Blind

Children/Regional-National)."
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Department of Energy. The department maintains records of Alien Visits,

Counterintelligence Investigative Records, records of Power Sales to Individuals,
as well as Human Radiation Experiments Records and records of participants in
experiments, studies, and programs.

Federal Bureau of Investigation . The Clinton administration reportedly

obtained hundreds of FBI files, including those several Bush and Reagan staff. The
FBI is home to the FBI Central Records System, Alien Address reports, the
Witness Security Files Information System, information on debt collection and
parole records.

Department of Health and Human Services. This agency holds massive

quantities of medical records filling hundreds of databases. Some databases
include the "Person-Level Medicaid Data System," the "National Claims History;
Billing and Collection Master Record System."

Department of Housing and Urban Development. This agency is perhaps best

known among privacy advocates for trying to get residents of federal housing to
agree to warrantless searches in their lease agreements. The agency holds data
such as Single Family Research Files, mortgage files, and "Income Certification
Evaluation Data Files" and "Tenant Eligibility Verification Files."

Department of the Interior. Databases held by this department include
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"Individual Indian Monies," "Indian Student Records," and lists of "Foreign
Visitors and Observers."

Department of Labor.  This department holds a astonishing large number of

databases, including a database with information for the "Applicant Race and
National Origin System,” Job Corps Student Records, records from the "injury
Compensation System," and records from the National Longitudinal Survey of
Youth. Also included are many databases containing records from Worker's
Compensation programs or records otherwise relating to medical problems
occurring on the job.

Social Security Administration Obviously, the Social Security Information

collects information on the lifetime earnings of all Americans, as well as certain
information relating to insurance and health care and census data. They share
information with Health & Human Services and other agencies. Databases at SSA
include "Matches of Internal Revenue Service and Social Security Administration
Data with Census Survey Data," the Kentucky Birth Records System, and
databases on Cuban and Indochinese refugees.

Department of the Treasury. This department holds the FinCEN Data Base,

which contains millions of reports of the banking activities of individual named

U.S. citizens, as well as database of Relocated Witnesses, files of "Derogatory



211

Information" about which no action has been taken, Electronic Surveillance Files,
and the Office of Thrift Supervision's "Confidential Individual Information
System." Treasury was also directed to establish (within the IRS) the "National
Database of New Hires," which holds records of the income every working
American, updated quarterly--the database was intended to track down dads that
owe child support, but if you have a job, you're in it, even if you're a 50 year old

woman with no kids.

Types of Abuses of Government Data
This century alone contains far too many examples of governments--including
our own--that have abused information they were entrusted with. These examples
include:

o During World War II, U.S. census data was used to identify Japanese-
Americans and place them in internment camps.

o In 1995 over 500 Internal Revenue Service agents were caught illegally
snooping through tax records of thousands of Americans, including personal
friends and celebrities. Only five employees were fired for this misconduct.

« Inresponse, the IRS developed new privacy protection measures. These

measures were useless, with hundreds of IRS agents being caught in early 1997,
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again snooping through the tax records of acquaintances and celebrities.
« Recently a web site operated by Arizona state exposed the credit card numbers

and expiration dates of Arizona car owers due to a security lapse.
These examples provide examples of two different types of gvernment abuse of
information.
No. 1--Public Abuse of Information. The first example, involving the Japanese,
is an example of an abuse of data that occurred a5 a matter of public policy,
sanctioned by high authorities in government themselves.
No. 2--Individual Government Employee Abuse of Power . The next examples
show a different type of abuse, the use of data by government employees for their
own personal or political purposes.
No. 3--Access by Criminal Intruders. The third type of abuse is suggested by
- the last example, the use of government data by hackers, identity thieves, or other
intruders.

Conclusion: A Survey of Solutions
Vast amounts of sensitive and detailed information about you are in the

hands of federal agencies. The security of this data is an important issue. The
underlying battle for our security against government intrusions, however, will

never be truly won until we have returned to a vision of a much smaller
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government.

10
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Mr. HORN. We thank you and now begin the questioning. What
we’ll do is alternate the questioning, 5 minutes for myself and 5
minutes for the ranking member and back and forth until we get
the questions out of our system.

I'm going to start with the Department of Agriculture. As I recall
in your statement, Agriculture repelled 250 hacker attacks. Were
any of these successful attacks, Mr. Hobbs, and if so what kind of
damage was done?

Mr. HoBBs. In some instances, Mr. Chairman, the attacks were
successful. They resulted in things like changes to Web pages. We
report all of our intrusions. Some of them like changes to Web
pages. We were able to identify where people had been able to ac-
cess systems, but in no instance were there any major or signifi-
cant damages done. In most instances we’ve taken the necessary
steps to shut down what we consider to be backdoor ways that peo-
ple were getting into the systems, and are trying to be more vigi-
lant in our monitoring and tracking of those activities and those
kinds of concerns.

Mr. HORN. On the Agriculture, you completed the security ques-
tionnaire and it states the Department doesn’t really feel that the
system accreditation is important. A lot of other agencies feel the
system accreditation, where possible, is important. Why isn’t ac-
creditation that important to the Department of Agriculture?

Mr. HoBgs. I don’t think that we said that it was not important.
I believe that what we are doing is we have a prioritized program
that we are working toward completion of, with systems accredita-
tion being a part of that. So I don’t think we said it was unimpor-
tant. I think what we said is we have a prioritized effect—direction
in terms of which we’re trying to proceed, and that we’re moving
with deliberate speed in that sense of looking at all aspects and all
phases of our security program.

Mr. HORN. Well let me ask Mr. Willemssen, on behalf of the Gen-
eral Accounting Office, as I understand, system accreditation is a
formal management process to test and accept the adequacy of the
system’s security before putting it into operations. So how impor-
tant is it to an agency’s security computer programs that they're
accredited; and could you explain that process and why most of the
Departments are doing that where they can?

Mr. WILLEMSSEN. We believe system accreditation is especially
critical, and it represents management’s judgment that they have
gone in, made an assessment of the risk of a particular system and
the associated data; that given the risk associated with the system
and data, appropriate controls have been put in place to fend off
any attacks that may occur, and that management is therefore
making a declaration that the appropriate controls are there to de-
flect or at least be aware of any such attacks that may happen. We
think it’s especially important. Most agencies agree. We do see at
times differences in nomenclature. Some agencies may actually be
dloing something similar to accreditation but may call it something
else.

Mr. HORN. Moving to the Department of Labor, Mr. Hugler, as
I looked at the information, the computer security questionnaire in-
dicated weaknesses in all six general control areas and the weak-
nesses were confirmed by the Inspector General’s audit results. So
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I'm curious, what does the Department consider to be its most criti-
cal weaknesses?

Mr. HUGLER. Well, Mr. Chairman, I think you're correct to state
what the Inspector General found last year and they did find weak-
nesses in all six areas. I think what’s important to recognize is that
we have now addressed all of those issues, and in fact the Inspector
General’s audit findings, as I recall, acknowledged that if we did
two important things, one is put out the rules for the Department’s
computer security and put out the rules for the Department, in
terms of systems development and life-cycle criterion rules, if we
did those two things, that we would have addressed all six of the
categories with which they found issues.

We have done that and, more importantly I think, we have gone
ahead aggressively with implementing those rules. And the exam-
ple, I would cite to you, is our experience with the I-love-you virus.
We have incident response procedures now in place at the Depart-
ment. We had some 33,000 attacks from that virus. A small num-
ber of computers, 243 as I recall, were infected. I think the most—
the best measure of our response, however, was the fact that we
notified our employees of that virus and what to do with it 3 hours
in advance of the official Federal notification.

So I would commend your attention to that as an example of the
kind of things we’ve been able to do over the last year. So really
the OIG’s findings from last year are just that, a year old, and we
have improved dramatically since then.

Mr. HORN. And so you would say the corrective action for these
has been completed?

Mr. HUGLER. Yes, sir. At the Department level we have done
that and I am very comfortable with that.

Mr. HORN. I now yield 5 minutes to the gentleman from Texas,
Mr. Turner.

Mr. TURNER. Thank you, Mr. Chairman. As I listen to each of
you who come from your respective agencies, it causes me to come
back to a comment Mr. Gilligan made about the importance of
cross-government initiatives. As many of you know, I have been an
advocate of having a Federal CIO, a chief CIO for the Nation,
someone who had the expertise, the competence, the leadership
role, as well as the budgetary support necessary to be sure that we
can have stronger cross-government initiatives in the area of infor-
mation technology and certainly in the area of computer security.

And I think I'd like to ask you, Mr. Gilligan, to expand upon your
assessment of the need for these cross-government initiatives, and
I would be interested in your insight on it, because not having
nearly the expertise in the area that you do nor the experience in
the area, I still am left, after hearing all this testimony, with the
conviction that the area of information technology certainly pro-
vides the potential for the expenditure of vast sums of Federal dol-
lars in a very inefficient way. And I would be interested in your
comments on the idea of more emphasis on cross-governmental ini-
tiatives and what kind of leadership might be necessary to ensure
that happens.

Mr. GILLIGAN. Mr. Turner, I'd be happy to comment. What I have
found in my activities in the CIO Council is that the potential that
you allude to for enormous sufficiencies as a result of cross-govern-
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ment IT efforts is there, but that potential is difficult to realize be-
cause our fundamental government structures in the executive
branch and in the legislative branch tend to be stovepipe-oriented
on particular agencies and particular missions, and in fact, what
I have found is the most difficult efforts to get support for are
cross-government initiatives. And relatively small sums of money
that would have enormous benefits often fall through the cracks be-
cause there is no clear forum for advocacy. And individual commit-
tees, whether they be in the executive or the legislative branch,
tend to be very narrowly focused on that portfolio to which they’re
assigned responsibility.

In my testimony, I noted our best security practices effort. This
is an effort that is enormously compelling. The objective is to pull
together best security practices from across the Federal Govern-
ment, provide a Web repository where they can be accessed easily,
and to share this wealth of experience that we have across the gov-
ernment.

We have found that getting small sums, hundreds of thousands
of dollars for this initiative, is very difficult, and it’s not that the
effort is not supported. It is supported. And when I talk to mem-
bers in the administration and Members of Congress, it is sup-
ported. But the question is, “who should pay for it and where
should that funding come from?”

The Federal incident response capability, FedCIRC, which is our
government’s central point for disseminating information on vi-
ruses and patch updates, is funded through a set of committees. It
is sponsored by Department of Defense, the FBI and GSA. We have
found in the recent remarks that the report has not been strong,
and again I don’t think it’s because the merits of this effort are not
supported in general. It’s that there is no central focus that helps
bring this together and to help identify that these individual, rel-
atively small dollar items in individual budgets, are in fact of far
greater importance than their small dollars would indicate.

And so I think as you suggest, this is an area where we des-
perately need to focus attention. I think not only in the security
area will it help us improve security, but we can far better leverage
the enormous resources that we do have in attacking a whole range
of information technology issues.

Mr. TURNER. Thank you.

Mr. Spotila, I know you have worked in this area, and one of
your duties at OMB is to try to be sure that we move toward the
kind of things Mr. Gilligan is talking about. I know there is a Pres-
idential directive that established two tiers of agencies. It strikes
me, and you might want to explain that a little bit, but it strikes
me that it is certainly appropriate to acknowledge that the impor-
tance of computer security may vary from agency to agency, and
that when we try to focus our resources, perhaps we should choose
certain agencies over another. If we did that, we would expect to
see different grades from the agencies because we would have
made a choice regarding where to place the initial dollars to im-
prove security. But describe for us a little bit that Presidential di-
rective that established those first, those two tiers.

Mr. SPOTILA. Yes, Mr. Turner. First of all, let me just mention
that OMB has been very supportive, as I've testified to the commit-
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tee before, of these cross-cutting initiatives. We share Mr.
Gilligan’s belief that these are very important, that they would
make a great deal of difference, and that they do need support.

The President, in May 1998, put out a Presidential Decision Di-
rective aimed at critical infrastructure protection. It was at that
time that he designated Mr. Richard Clark as his adviser on
counterterrorism. He’s worked with the committee and has been
very active. The Critical Infrastructure Assurance Office was then
established.

What we have tried to do in the administration is to prioritize
in this area. I mentioned in my testimony that OMB’s focus has
been on the same 43 high-impact programs that we focused on dur-
ing the Y2K effort. We have more than 26,000 systems in the gov-
ernment. If we’re going to enhance our ability to serve the Amer-
ican people by promoting effective information security, we need to
prioritize. We need to start with the areas that have the greatest
impact, whether they be agency by agency, or, more accurately,
within agencies, program by program, system by system.

The Critical Infrastructure Assurance Office has tried to zero in
on those areas, those agencies, and those aspects within agencies
that have the greatest importance and perhaps would be at risk
the most. We’ve tried to work at OMB at focusing on the programs
that we think have the greatest impact on the American people; as
I’d mentioned, Medicare, Medicaid and the like. We think that we
have to begin with the most important things. That’s where we're
going to have the most significant improvement and have the most
significant benefit, which is not to say that we ignore all the other
areas. We put out general guidance. We're working with the agen-
cies. We're relying on the agencies to try to improve their efforts
in this regard across the board.

But in terms of White House attention, we’re obviously starting
with the things that matter the most.

Mr. TURNER. Thank you.

Mr. HORN. Let me add to that the following. This is the last
month of a fiscal year. This is the time Cabinet officers, deputy sec-
retaries, assistant secretaries, all of them sit around and say, what
can we do with the surplus we have in our budget? And having
been in administration, I know exactly what they do, and this is
the time, if they’re serious about this, to reprogram some of that
money into what everybody’s saying, oh, we've got to have new
money. That isn’t the way we started with Y2K. We started when
I urged a lot of the people to start reprogramming.

When Dr. Raines came in as budget director, he said, You're ab-
solutely right, and that’s what I'm going to tell them. And he did,
and that’s how we got the job done. We also made sure Congress
provided the money. But if they're serious in these various execu-
tive branch agencies, this is the time to get a few million here and
there.

And then besides that, let’s just talk about a few simple steps
such as policies requiring regular changing of passwords, safe-
guarding equipment, turning off computers. That doesn’t cost a
thing. That just costs doing it, if any. And I guess I would ask, be-
cause energy has certainly been in the papers for the last 2 years
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on this, but I'd ask, is there in OMB the concern about policies to
just get those basic areas done?

Mr. SPOTILA. Let me respond in a couple of respects.

First of all, I agree with you, Mr. Chairman, that some agencies
are going to have discretionary funds available this September. We
would certainly hope that they would apply them to this area. I
know that the various CIOs at this table and others around govern-
ment are going to do all they can to try to impress that upon their
agency heads. So I think that we do need to be serious; just as all
of us need to be serious, the executive and the legislative branch,
because this is a really important area.

We have a lot of policy out there, even things that you mentioned
about passwords, changing passwords and the like. The key is get-
ting people to implement and follow the policy that may be out
there. One of the things I emphasized in my testimony today and
in my written testimony is that, in order to have effective security,
it is essential that nonsecurity people buy in, that they participate,
that they understand the significance and that they buy into it. Be-
cause we can have all the policies in the world and we can have
all the centralized supervision in the world, but if that person at
the desk doesn’t follow it, it doesn’t do any good.

You know, we tell the story about having very complex pass-
words that people write on little yellow sticky notes and paste to
their computer screen. You can’t have effective security without co-
operation at all levels, and it’s a message that we’re trying to im-
part throughout the government. I think it will be an ongoing chal-
lenge to continue to do that.

Mr. HoOrN. I thank you very much.

Let me ask Mr. Dyer, who’s got the B grade, the social security
system, there is—apparently you’re farther along than most other
agencies now. Do you have a best practices that others might im-
plement and what are they?

Mr. DYER. Mr. Chair, I think it’s just like when we approached
Y2K. Early on we saw it coming, and we institutionalized the proc-
ess, the resources to deal with it. And we've done the same thing
with security. It’s part of our life cycle with our programs. Anytime
we think about bringing up a new system, we look at the security
aspects. Any modification to any system, we check the security all
the way through and how it could roll over into other security sys-
tems.

I pick up on what GAO said and what John Spotila said. The big-
gest challenge we're finding is managing it. You can have good pro-
cedures, policies, rules in place, but you constantly have to be
working with your managers, your employees that they follow
them, and that’s where we’ve been putting a tremendous amount
of our effort.

We’ve had conferences across the country. We've set up centers
so that we're able to make sure that we have people in place that
are doing the dogging and checking it. We change passwords every
month now. We found that it just didn’t happen the way it should.
So we have instituted it. We're going through. We found out that
they change the passwords to something they could remember. We
now have software to check to see if it’s dates of birth or names
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of family members or whatnot so you can start to screen those
things out.

So, to me, it’s a constant management challenge. You can do the
systems, but you've got be there, right there on top of it all the
time.

Mr. HORN. In my 26 seconds remaining, Mr. Willemssen, any-
thing you want to add to that as to what might be done that isn’t
being done?

Mr. WILLEMSSEN. One thing that I would add, Mr. Chairman—
and it somewhat extending off of Mr. Spotila’s comment—and that
is, it’s one thing for agencies to have the policies and procedures
which I think in many cases they do. It’s quite another to see
Wlhether the accompanying practices have actually been put in
place.

That’s been particularly the case when we and Inspectors Gen-
eral go out and we test whether these policies and procedures are
actually being implemented. They often have not been. And that
really is a key distinction I think often between what the agencies
believe is going on and what may actually be happening, although
I think there is clearly many of the agencies are on the road for
improvement in that direction, also.

Mr. HORN. I now yield 5 minutes to the gentleman from Texas,
Mr. Turner.

Mr. TURNER. Thank you, Mr. Chairman.

The designation of the Presidential directive—is it tier 1, tier 2,
phase 1, phase 2, whatever it’s called—I'm curious as to what kind
of impact that has and how is that designation significant; and I'd
like, Mr. Hugler, if you would, to comment on that because I know
Department of Labor is a tier 2 designation.

Mr. HUGLER. Yes, sir. Thank you, Mr. Turner.

It is an important distinction, because it is important to recog-
nize that some agencies handle more sensitive information and
have more sensitive systems than others do. We certainly believe
that our mission is important to American workers, but, frankly,
we do not have critical information that directly implicates national
security. So, as such, if we are going to prioritize funding and im-
plementation priorities, I think it is appropriate for the Depart-
ment of Labor to be a phase 2 agency or tier 2 agency.

I think it’s also important to note, though, that we take those re-
sponsibilities as a tier 2 agency as important and that we meet
them and we are on target to meet all the milestones for which we
are accountable.

Mr. TURNER. Mr. Spotila, when you think about funding for these
various agencies to be sure they move forward in the area of com-
puter security, do you make budgetary recommendations based on
this phase 1, phase 2 designation?

Mr. SpoTiLA. What we do in the first instance is to actually have
the agencies themselves come to OMB with their own determina-
tions as to what they’d like to accomplish and what they feel they
need in the information security area. They do so within their over-
all budget submissions when they go through the OMB review
process.

With the guidance that OMB put out earlier this year, focusing
on the next budget year, we've made it very clear that information
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security needs to be part of that agency initial analysis. It needs
to be integrated within the entire area of information technology
planning for budget purposes because we don’t believe that doing
it as an add-on is effective at all.

Within the budget review process, obviously if an agency is a
higher priority, if the need is greater, that will be recognized in the
process. Very often, the budget issues turn more on whether or not
the proposal has been well thought out, whether it is likely to be
a good use of money and a good expenditure of money and one that
is likely to contribute not only to increased security but the agen-
cy’s performance of its mission. Those are the kinds of factors that
OMB takes into account, just as later on the Congress will take
that into account.

And your comment earlier about the risk, that money could be
wasted in this area, is also something that we take very seriously.
You can’t just fund a proposal because it sounds good or because
the agency is an important agency or the area is an important
area. You have to make certain that the proposal will work, that
it will contribute something that will add value and will involve
money well spent. And so this analysis is actually a very com-
prehensive and thorough one.

We think in the next budget cycle we're going to get better sub-
missions from the agencies. We’ve been working with the agencies
directly one on one to get them to understand the change. We're
expecting that in the IT area we are going to receive budget sub-
missions that are better thought out and that will have better jus-
tifications.

Mr. TURNER. Mr. Gilligan made a strong case for greater empha-
sis on cross-agency initiatives. What has OMB done to promote
greater cross-agency efforts?

Mr. SpoTiLA. We've actually been doing a variety of things. We've
worked closely with the CIO council, which I've chaired since last
year until their DDM was confirmed. We've worked closely with
John and his committee in that regard trying to identify areas.
We've worked closely with Dick Clark and the Critical Infrastruc-
ture Assurance Office and the national security community and
with others throughout OMB and the agencies trying to identify
areas where crosscutting initiatives would help.

John mentioned public infrastructure which would enable us to
authenticate signatures. We think that’s an important area. We
know we need better intrusion detection capability. We think we
need expert review teams that can get out onsite in the various
agencies and help them not only assess security but try to improve
their efforts in security. We think we need more efforts in the R&D
area. We need scholarships for people to start learning this area so
that the Federal Government can get the kind of personnel it needs
with the kind of experience and educational background it needs to
work in this area over the long term.

So we have tried to identify areas of need, working closely with
all these other parties, and then within the budget process we've
actually given it a huge amount of support to try to help develop
proposals that make sense, that will have credibility with the Con-
gress, that will work once implemented.
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I think that the reality is we do start with a stovepipe approach.
We all need to think outside of the box. We need to make certain
that, as we do crosscutting initiatives, that they work so that we
can buildup credibility and support for further efforts in the future.
That’s something we take very seriously, and I think that will be
an ever-growing need in the future.

Mr. TURNER. How many dollars have you expended on cross-
agency initiatives and how many of them have been accomplished?

Mr. SpoTiLA. Well, I think the reality is that in the past, as John
has said, when there have been efforts like crosscutting initiatives,
for example, support of the CIO Council and its efforts, we’ve done
that by what John indicates is passing the hat. Under the Clinger-
Cohen Act, we have some ability to do that, to have agencies con-
tribute toward support of crosscutting measures.

The President’s budget, as I outlined in my testimony, not only
includes an increase for computer security in general, but it high-
lights crosscutting initiatives that we think are very important.
John mentioned that for $50 million an awful lot can be accom-
plished. I think the President’s request is actually greater than
that in this area because we're also focusing on research and devel-
opment and on cyberscholarships and the like. Still, we’re looking
at a relatively small amount of money. $150 million would make
a huge impact in this area. The key is to get it appropriated.

And so when we talk about past crosscutting initiatives it’s hard
to track because we haven’t had the kind of appropriations in large
numbers that we’re talking about here. We have used relatively
small amounts of money to support the CIO Council and some
other developmental areas along these lines. The GITS Board, for
example, worked on the PKI—public key infrastructure— issue for
some time. The Board has now been rolled into the CIO Council.
We've identified a need to do much more of this going forward. I
think the key now will be to see what happens in the appropria-
tions process this fall.

Mr. TURNER. You've requested how many dollars for cross-agency
initiatives?

Mr. SpoTIiLA. We have a list in my testimony that I can just men-
tion, highlight real quickly.

Mr. TURNER. Where would that be found?

Mr. SPOTILA. In my written testimony?

Mr. TURNER. I mean in the budget itself. Is it appropriations in
OMB? Is that where the money would reside currently?

Mr. SPOTILA. No. Actually, although these are crosscutting initia-
tives in the budget, they appear in the departmental submissions.
So, for example, the Department of Commerce is seeking $5 million
for NIST to establish an expert security review team that can then
go to agencies, to a number of different agencies outside of Com-
merce. That’s an example. When we talk about crosscutting initia-
tives, because of the nature of the appropriations process, it needs
to appear in an individual agency’s budget. Part of the difficulty
is—not to single out Commerce—if that particular appropriations
committee or subcommittee doesn’t think it a priority, that an ex-
pert security review team at Commerce will be helping 25 other
agencies, they might give it less support. That’'s where the dif-
ficulty comes in the budget process.
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So all of these so-called crosscutting initiatives still appear in in-
dividual agency budget submissions.

Mr. TURNER. I think that’s one of the things that I have concern
about, that perhaps we need some central location, some leadership
for this that would flow through our Federal CIOs to be sure that
these things happen. Because I think what you’re left with, even
after you secure the appropriations agency by agency, you’re still
in the pass-the-hat mode, which I think is one of the problems that
we perhaps face in the area that we are discussing.

Thank you, Mr. Chairman. I know my time’s expired.

Mr. HORN. Thank you.

Let me followup on that again. There’s obviously a concern when
you have these cross—the boundaries, if you will, initiatives. Now,
can—on reprogramming, you know, $5 million, that’s chicken feed
to any agency. They have got the—they can reprogram that.

So you don’t really need to worry too much. But you’re right. If
they’re trying to help four or five other agencies, the appropriations
and authorizers here might say, hey, not on my beat, put them
somewhere else. So—but, hopefully, that’s why OMB is there, to
sort of help straighten it out.

I am not going to embarrass any of the CIOs here, the chief in-
formation officers, but have the secretaries and heads of the agen-
cies within the executive branch been responsive to the efforts to
strengthen computer security? And I just—perhaps Mr. Gilligan on
behalf of the CIO Council, Chief Information Council, do you get
a feeling in those meetings that some of them just—these are not,
obviously, here. They’re other places. But do you get a feeling that
they’re not getting good backing from the top executives in the
agency?

Mr. GILLIGAN. It’s my clear sense that the senior executives
across the agencies are getting the message. It’s a complex issue,
and I think the difficulty, as I addressed in my testimony, is under-
standing both that cybersecurity is important, and understanding
what to do about it are two different things, and I think that’s, in
many cases, where agencies are stuck. It is not an issue that can
be delegated down. It has to be undertaken and aggressive leader-
ship has to be provided by senior management, as we found with
Y2K.

So I reiterate, I think the actions of the senior levels of the ad-
ministration, and of this committee and others are going to be im-
portant in helping to get that message across. While there are com-
plex technical issues that equate to rocket science, there is a foun-
dation that must be built that is just good sound management
practice that requires aggressive involvement at the senior levels.

Mr. HORN. Let me move to another question, that when we had
this discussion a few minutes ago on the libertarian suggestions,
what message do the grades that we have given you send to the
American people regarding the security of the citizens’ personal in-
formation? Should we have a special category in that as to how
that’s dealt with in an agency and on those files that such as the
census and others are the obvious one over in Commerce? Should
we have a category as to how high in the agenda and hierarchy of
things to be done that you first protect the information of the
American citizen from getting out for people making use of those
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data and, therefore, perhaps as we've seen what’s happened in
credit card operations is some of these idiots take exactly the whole
name and number and all the rest of it, and the result is that those
poor souls can never get a loan again because somebody’s running
around the country with their credit card. Well, isn’t that also true
in some of the agencies here? What do you think, Mr. Spotila?

Mr. SpoTILA. Well, let me start by saying that we take very seri-
ously the importance of preserving the confidentiality of informa-
tion that the government holds. As we’ve been discussing through-
out this morning, we recognize that, although a lot of progress has
been made, we are not done. We cannot afford to be complacent be-
cause the challenge in this area is a dynamic one. The threat
changes; new technology, new threats can appear. And so, on a
day-by-day basis, we need to continue to do the best we can and
to improve our efforts.

Without getting into the grades themselves, we all agree here
that there is room for improvement. I'm perhaps more sanguine in
the sense that I think that the information that we’re talking about
here is not at great risk. I think the agencies are very careful about
protecting that information, as John Dyer indicated at Social Secu-
rity. They take it very seriously and realize the importance of it.
This is not to say that we’re complacent. A new threat could
emerge tomorrow that hasn’t been anticipated, and a part of what
you need in the security area is the ability to detect intrusions and
to react to them and to correct problems when they surface.

So I would say to the American people that we take security very
seriously and that we all need to work together on behalf of the
American people in this area.

Mr. HORN. Mr. Willemssen, you've looked at a lot of agencies
over the years. What is your answer to that question and how wor-
ried should the American people be about this situation?

Mr. WILLEMSSEN. Well, I think—point one, Mr. Chairman, I
think it’s imperative to point out that absolute protection is not
possible, and so we've got to look at this from a risk perspective.
And in doing those risk assessments, the higher the sensitivity of
systems and data, then the more rigid and tight the controls need
to be and agencies need to make that up-front judgment on how
much risk for particular systems and data they're willing to accept
an(il, given that acceptance of risk, then put in the appropriate con-
trols.

And I think in many cases we still have agencies who haven’t
done the in-depth risk assessments of systems and data in order
to come to those judgments because not all systems and data are
created equal. There has to be some judgments up front on what
we absolutely have to protect as best as possible, again recognizing
that there is no absolute as it pertains to protection but that we
can narrow the margin significantly.

Mr. HORN. Ms. Singleton, would you like to get your licks in,
shall we say?

Ms. SINGLETON. I'd like to offer one additional comment along
those lines, which is to say that part of the problem that I think
the American people might perceive with this system as a whole
is that in the private sector if you leak a document—say you work
in a law firm and you leak a document about a client. The law firm
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stands a good chance of losing its client and you stand a good
chance of losing your job. But there’s a greater perception I think
on the part of the American people—and partly it’s correct that, in
a Federal Government agency, if there’s a leak or a mistake or an
error, that there will be relatively lesser consequences for the agen-
cy as a whole and for the employee of that agency than there would
be in the private sector.

For example, if somebody in the agency does lose your file or give
it to the wrong person, you still have to deal with that agency. You
can’t go to say another Department of Agriculture or another De-
partment of Labor and find a, you know, better security practice
there. So I think that also goes to the issue of some of the expense
involved, is that it would be very helpful for the perception of the
American people to have an understanding that if these policies are
violated that there will be real consequences for the agency and for
the employees involved.

Mr. HORN. Well, we thank you on that.

I'm going to have a few closing words, and I want to thank the
staff and tell you what we’re doing tomorrow here.

It’s clear that a great deal of attention must be focused on this
vital issue. There’s a lot of computer security policy out there, but
it isn’t necessarily being followed by some agencies and others. And
when we look at all of the State governments you’ve got another
matter there in terms of privacy. What does it take, legislation?
You can be assured if it does we will continue to monitor the gov-
ernment’s progress in this area.

This report card sets a baseline for the future oversight. It also
is a wake-up call for Federal departments and agencies to begin
taking the necessary steps to ensure that the sensitive information
contained in the computers will be protected.

Tomorrow at 10 a.m. the subcommittee will hold a related hear-
ing to examine two proposals that would establish the position of
a Federal chief information officer. The gentleman from Texas has
proposed that. Among other responsibilities, this governmentwide
position would be responsible for the government’s computer secu-
rity efforts, and that’s one approach, and that’s in essence what we
asked the President to do in the summer of 1997, was get some-
body to put them in charge.

Now, they didn’t move for about a year, but when they did move
that was exactly what was needed to get the coordination, some-
body to be assistant to the President as Mr. Constant was when
he was brought back into government, and he did a very fine job
of pulling all the pieces together. Because I would ask, has the
President brought this up at a Cabinet meeting?

And, Mr. Spotila, I don’t know if you know the answer to that,
but in the Eisenhower administration, that thing would have been
up there 10 years before. That’s what Social Security was under
the Y2K. They were on their own. There was no administration.
They went through three of them in that period that didn’t really
face up to it until the bells were really ringing.

So that’s one of our concerns. But I think the next round we’ll
have a better feel for how accurately and diligently the agencies
are doing it.
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I want to thank each of these witnesses today, and I want to
thank the staff on both the minority and majority: J. Russell
George, staff director, chief counsel of the subcommittee; Randy
Kaplan, counsel; on my left, your right, Ben Ritt, professional staff
member on loan from the GAO and the one that has had a lot of
effort on putting this particular hearing together; Bonnie Heald, di-
rector of communications; Bryan Sisk, clerk; Elizabeth Seong, staff
assistant; Earl Pierce, also a professional staff member; and George
Fraser, intern.

On Mr. Turner’s side, Trey Henderson, minority counsel; and
Jean Gosa, minority clerk.

Court reporters, Colleen Lynch and Melinda Walker.

May I say that we’re now going to end this, and I know the
media have wanted to have some questions, and those of you that
would like to stay, please, gentlemen, and Ms. Singleton, you're
welcome to stay. You're the experts in a lot of these, and I'm sure
they’d like to ask you a few questions, but we won’t do it in a for-
mal hearing, and we—I don’t know how the oath spreads over to
ﬂ press conference, but we’re in recess here. So—till tomorrow any-

OW.
[Whereupon, at 11:50 a.m., the subcommittee was adjourned.]
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